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1. Background 
 
1.1 When the SICAS Panel was first entrusted with the development of SARPs for the 
Aeronautical Telecommunications Network (ATN), it was requested to use open protocols considered to 
be the “industry standard” as the basis for the ATN.  This lead to the selection of the OSI protocols Open 
Systems Interconnection. 
 
1.2 At that time, the use of this protocol was mandated by many ICAO Contracting States.  
Prior to 1997, the Panel and its successor, the ATNP, had worked successfully, and the ATN SARPs were 
validated.  Since then, air traffic services (ATS) based on these SARPs have moved to the deployment 
stage and are now operating in some areas.  
 
1.3 However, although ISO protocols were strongly supported by Contracting States outside 
of aeronautical communication services, industry protocols were converted using an older system of 
standards collectively known as “TCP/IP” (more appropriately called the Internet Protocol Suite (IPS)). 
Now these are the de facto standards for open communications, and IPS-based products are extensively 
available at a low cost.  
 
1.4 In the ground environment, considerable cost savings can be achieved with the 
introduction of IPS-based products, such as the ATS message handling service (ATSMHS), and others, in 
support of air-ground communications.  ICAO Contracting States have started to deploy IPS in these areas.  
 
1.5 In the air-ground setting, there is interest in the use of IPS.  However, this setting is very 
different from the ground environment.  There are specific tasks to perform concerning mobility and 
security that must be carefully considered.  While there is a desire to apply the industry standards in the 
air-ground environment, it is recognized that it is more complex and thus their implementation will take 
longer compared to the ground environment.  
 
1.6 In view of the above, the Air Navigation Council charged Working Group I of the ACP 
(Aeronautical Communications Panel) with analyzing the use of TCP/IP for the establishment of an 
aeronautical network and making recommendations for future work in this area.  
 
1.7 Working Group I of the ACP conducted the task using the following methodology:  
 
1.7.1 An analysis was made of States members to determine to what extent the IPS was being 
used for aeronautical communications in each State, and within what context.  
 
1.7.2 Consideration was given to aeronautical communication requirements in areas such as 
operations, security, mobility, etc.  
 
1.7.3 Consideration was also given to ground-ground and air-ground environments, as well as 
to the capacity of existing IPS products to meet these requirements.  
 
1.7.4 It was concluded that the IPS was appropriate for meeting aeronautical communication 
requirements, and a draft future work program was formulated to expedite the use of IPS in the selected 
area of aeronautical communications.  
 
1.8 The conclusion of the ACP report was that the use of IPS to support aeronautical 
communications in the ground environment was entirely justified.  
 
1.9  
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2. General Decision-Making Considerations 
 
2.1 Business  
 
2.1.1 The decision to implement the IPS must be both a cost-effective and a technical decision.  
It should be noted that while the existing IPS protocols have no patent restrictions and are available at no 
charge, this might not be true for future protocols.  
 
2.1.2 There are many vendors and service providers for the equipment and the establishment of 
an IPS network.  This has created a competitive environment that should offer ICAO Contracting States 
favourable prices when buying equipment and network services.  
 
2.2 Industrial Support 
 
2.2.1 There are many companies that provide network equipment and IPS-based services, while 
the establishment of an OSI network gradually reduces their capacity to provide support.  Furthermore, 
IPS standards are maintained by the Internet Engineering Task Force (IETF) with the active assistance of 
the industry.  
 
2.2.2 The number of nodes displayed by the IPS is about ten million, while OSI-based WAN 
networks are not displayed in that same scale, and those that have been displayed are being replaced by 
IPS.  
 
2.3 Security Policies to Consider 
 
2.3.1 The establishment of an IPS network increases the need for effective security, due to its 
openness.  The obscurity of ISO/OSI protocols as a result of not being extensively displayed in networks 
provides a certain amount of protection.  
 
2.3.2 Attacks against IPS networks are widely published, and hackers spend a lot of energy 
trying to devise new forms.  The cost of a system capable of inflicting significant damage to a network 
could be just that of a cheap computer that supports IPS.  
 
2.3.3 This means that ATS systems that use IPS without any effective security mechanisms 
would be vulnerable to the various forms of security breach.  Therefore, it is recommended that the 
security systems that underlie ATN vulnerability analyses be updated to reflect the use of IPS.  
 
2.3.4 There are many security mechanisms that can be used in an IPS network.  Current 
systems can use the IP security protocol (IPSec) to ensure the security of the network layer, and/or the 
SSL/TLS protocol to ensure the security of the IPS transport layer.  IPSec can provide encryption and/or 
authentication services. 
 
2.3.5 On the other hand, the Aeronautical Administration of each State shall comply with the 
internal Information Security Policies established by its own government. 
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2.3.6 Reading of the “Information Technologies – Security techniques – Codes of practice for 
information security management ISO-IEC 17799” standard published in 2005 by ISO (International 
Standardization Organization) and IEC (International Electrotechnical Commission) is recommended.  
The latest version, BS ISO IEC 17799: 2005 supersedes older versions of standards BS 7799 and ISO 
17799.  It is based on British Standard 7799.  Although standard ISO 17799 is not mandatory, it provides 
a sound basis for an information security programme.  
 
2.3.7 The provisions contained in ICAO Manual of Technical Provisions for the Aeronautical 
Telecommunications Network (ATN) (Doc 9705), and the security audit Checklist (Information Security 
Management BS 7799.2:2005 Audit Check List for SANS) should also be observed. 
 
2.4. Implementation 
 
2.4.1 Since IPS is the global de facto standard for the establishment of a network, supported by 
many years of implementation, there are many engineers with experience in the establishment of 
networks who are available to support implementation.  This knowledge base can support the deployment 
of an IPS-based ATN. 
 
2.5 Training 
 
2.5.1 Notwithstanding the above, it is absolutely necessary to quickly start a training and/or 
certification program in IPS networks that will provide the State with a minimum number of individuals 
for the satisfactory installation, implementation, management, and maintenance of the IPS network.  
 
3. Specific Design and Deployment Considerations  
 
3.1 Basic Decisions for the Preliminary Design of the National Network  
 
3.1.1 The basic recommendation that should be followed by each State is that the IPS network 
must be exclusively private. 
  
3.1.2 Each State may select the provider of the IPS elements that it deems advisable; however, 
this selection must be practically definitive, since it is not advisable to have equipment of various brands 
being used for the same purpose, since that would represent an unnecessary multiplication of: 
 
3.1.2.1 Training. 
 
3.1.2.2 Spare parts. 
 
3.1.2.3 Human resources. 
 
3.1.2.4 Remote management. 
 
3.1.3 Likewise, each State (based on its technical and economic policies) shall decide if the IPS 
network will be: 
  
3.1.3.1 Supported by ground or satellite networks (or a combination of both).  
 
3.1.3.2 Based on a network of self-owned or leased links to the PTTs (*).  
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3.1.3.3 Carried on dedicated lines or switched connections.  Switched connections, in turn, may 
consist of switched circuits or switched packages/cells (*). 
 

 
 
 
3.1.3.4 If use is made of point-to-point and of simple or duplicated accesses to the WAN (wide 
area network) at each end point, see Figure 2 (*). 
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3.1.3.5 With simple or duplicated networking elements (see Figure 3). 
 

 
 
(*): These matters are extensively discussed in Appendix 1. 
 
 Appendix 1 “Networking Concepts” describes in detail the various aspects of network design and 
configuration, as well as everything related to data segmentation elements (routers and switches). 
 
Appendix 2 “Description of a Router”, gives details of all the constructive, functional, and technical 
aspects of a router. 
 
Appendix 3 “Routing Protocols” describes routing aspects. 
 
NOTE:  All appendices make ample reference to Cisco elements, without pretending to influence the 
selection of the elements to be installed by each State. 
 
3.2 Remote Network Management 
 
3.2.1 The network shall be installed in such a way to permit the display and remote 
management of all and each one of its components. 
 
Appendix 4 “Device Management Package” describes the management elements that are available and 
their role in the operation of the IPS network.  
 
3.2.2 The following figures contain display examples of network elements corresponding to: 
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3.2.2.1 The headquaters of an AMHS service 

 

3.2.2.2 An ACC, under the concept “non existance of a common failure point”. 
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3.2.2.3 A very busy airport 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2.2.4 A group of small airports 
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3.3. Addressing Plan 
 
3.3.1 Each State may use the addresses and the addressing scheme it prefers, but it is 
recommended that: 
 
3.3.1.1 Network addresses be assigned in continuous blocks. 
 
3.3.1.2  Address blocks be distributed in hierarchical order to allow for routing scalability. 
 
3.3.1.3 Subnetwork configuration be allowed in order to maximise the use of each assigned 
network. 
 
3.3.2 The only addresses assigned and known to the other States will be those of 
communication equipment interfaces used in the interconnection boundaries between internal and external 
networks in each State.  
 
3.3.3 Thus, each State must guarantee the routing through its network to the internal 
address(es) of the application servers used in other States.  
 
3.3.4 The Regional Office will determine which regional routing option will be finally 
selected, and will also coordinate and assign the addresses and modality to be established based on the 
corresponding institutional arrangements (ATN Task Forces, CNS Committee, GREPECAS, ACP, etc.). 
 
3.4 Service Transfer 
 
3.4.1 So as not to disturb the normal development of air operations, it is recommended that 
services be transferred to the IPS network gradually, one at a time.  As already established, AMHS must 
be the first service to be mounted on the IPS-based ATN.  
 
3.4.2 Once the deployment of this particular service has been completed, each State may 
choose: 
 
3.4.2.1 To continue with other data services (radar signals, AIS and/or MET applications, AIDC, 
OLDI, etc.); or 
 
3.4.2.2. To begin the transfer of operational voice services (direct or switched ATS 
communications); or 
 
3.4.2.3 A combination of both. 
 
3.4.3 Radar signals:  If these are generated in a native IP form, they will be mounted directly 
according to the corresponding addressing.  If they are generated in a synchronous serial form, be it V.35 
or V.24, they must be entered in the network in a “multicast” so that they can be received at their 
destination. 
 
3.4.4 AIDC:  This application shall be “mounted” over the AMHS application; thus, its 
transport over the IP network is immediate. 
 
3.4.5 OLDI:  The States that have OLDI X.25 instead of AIDC service should make the 
necessary software arrangements for its transport over IP instead of X.25. 
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3.4.6 ATS speech communications (ACC – TWR or between ACCs of the same State): Pre-
operational tests should be started by duplicating conventional circuits with high traffic density airports in 
order to detect/correct problems that might emerge.  Once this stage has been completed, use shall be 
extended to the rest of the network. 
 
3.4.7 ATS speech communications (between ACCs of different States): via REDDIG, once the 
necessary bilateral or multilateral arrangements have been made. 
 
3.4.8 ADS –B:  When this service becomes available.  
 

 



Appendix 1 - – Networking Concepts  

Guide for the implementation of national IP networks Page 1 

AAppppeennddiixx  11..  ––  NNeettwwoorrkkiinngg  CCoonncceeppttss 
 

TABLE OF CONTENTS 

NETWORKING 

LAN - ETHERNET NETWORKS 

LAN PROTOCOLS 

ETHERNET TECHNOLOGIES 

LAN DEVICES 

V LANS 

WAN NETWORKS 

WAN NETWORKS AND DEVICES 

WAN SERVICES 

WAN ENCAPSULATION PROTOCOLS 

TCP/IP PROTOCOLS 

NETWORK FUNDAMENTALS 

IP PROTOCOL (RFC791-RFC760) 

TCP 

ICMP 

SWITCHING AND ROUTING 

 



Appendix 1 - – Networking Concepts  

Guide for the implementation of national IP networks Page 2 

11..  NNEETTWWOORRKKIINNGG  

1.1 The term networking (or internetworking) is applied to the industry, products and 
activities related to the interconnection, design and administration of individual networks so that they 
operate and behave like a single large network.   

PSTN

ISP

ISDN

FR/
ATM

Public Services
.DNS
•HTTP
•FTP
•SMTP

Management Servers

Corporate
Users

Corporate
Servers

HIDS

NIDS

NIDS

NIDS

VPN Concentrator

Access Server

HIDS

Laptop

Modem

 
1.2 The above figure illustrates a medium-sized corporate network, showing frequently used 
network devices.  Network design objectives are generally:  
 
1.2.1 Functionality 
 
1.2.2 Performance 
 
1.2.3 Security 
 
1.2.4 Management 
 
1.2.5 Scalability 
 
1.2.6 Compatibility 
 
Reference models 
 
1.3 The advantage of reference models is that they break down network operation complexity 
into a manageable series of levels or layers.  Reference model-based protocol design allows changes to be 
made in one layer without affecting others.  It is an effective instrument for analyzing networks of all 
kinds.   
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OSI Reference Model 
 
1.4 Developed by ISO, the OSI reference model is a framework for promoting 
standardization of protocols used to interconnect heterogeneous (open) systems. 

Physical

Link

Network

Transport

Session

Presentation

Application

Physical

Link

Network

Transport

Session

Presentation

Application

Transport Protocol

Session Protocol

Presentation Protocol

Application Protocol

Interface

Interface
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Communications Network

APDU

PPDU

SPDU

TPDU
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Bit

Network Network

Link

Physical

Link

Physical

 

OSI LAYER FUNCTIONAL DESCRIPTION EXAMPLES 

7.- APPLICATION Semantics. Interface with applications/users. Telnet, HTTP, FTP, www, NFS, SMTP, 
SNMP, X.400 

6.- PRESENTATION Data format.  Syntax.  Special processing 
(encryption). 

JPEG, ASCII, EBCDIC, TIFF, GIF, PICT, 
encryption, MPEG, MIDI 

5.- SESSION Orderly data flow among participating parties 
(transactions). 

RPC, SQL, NFS, NetBIOS names, AppleTalk 
ASP, DECnet SCP 

4.- TRANSPORT Service quality.  Division between network 
and upper layers. Mux.  

TCP, UDP, SPX 

3.- NETWORK Logical addressing. Routing. IP, IPX, APPLETALK, ICMP 

2.- DATA LINK Medium access. Link between neighbouring 
stations. Error management. 

IEEE 802.3/802.2, HDLC, Frame Relay, PPP, 
FDDI, ATM, IEEE 802.5/802.2 

1.- PHYSICAL 
Physical signals.  Connectors. Timing. EIA/TIA-232, V.35, EIA/TIA-449, V.24, RJ-

45, Ethernet, 802.3, 802.5, FDDI, NRZI,NRZ, 
B8ZS1 

 

                                                            
1 Note: these specifications are often complementary (i.e.: RJ-45 is only the connector). 
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TCP/IP Reference Model 
 
1.5 There are no presentation and session layers in the TCP/IP model.  The application layer 
containing all of the high-level protocols rests directly over the transport layer.    
 
1.6 There is a large gap (and for that reason a great deal of flexibility) below the internet 
layer because no protocol is defined in the TCP/IP model (it only mentions that a protocol must be used to 
connect the host to the network in order to send packets).    

Application

Presentation

Session

Transport

Network

Link

Physical

Application

Transport

Internet

Host to
Network

OSI TCP/IP

7

6

5

4

3

2

1

Not present
in the m odel

4

3

2

1 Encapsulation

 
1.7 Whenever mention is made of the layer model, the OSI reference model will be used 
(unless otherwise indicated).  Thus, everyone knows that IP is a Layer 3 protocol (note that in the TCP/IP 
model, it corresponds to Layer 2). 
 
CISCO hierarchical model 
 
1.8 CISCO, while enjoying the same layer modelling advantages as OSI, together with others 
oriented toward the practical implementation of Campus networks, has its own hierarchical design--easy 
operation and management, better understanding, scalability, policy implementation, addressing 
efficiency and problem resolution.    

CORE LAYER

DISTR IBUTION LAYER

ACCESS LAYER
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1.9 The table below summarizes the characteristics of each layer of the hierarchical model:   

CISCO LAYER DESCRIPTION 

CORE High-speed transport with high reliability, redundancy and low latency.  Site interconnections. High-
speed switches. No compression, filtering, encryption or other processing loads.  

DISTRIBUTION Access lists, distribution lists, route summarization, VLAN routing, security policies, filters, 
aggregation, encryption, compression and service quality.  High-speed routers and Level 3 switches.   

ACCESS Remote access services, shared and switched local access, MAC address filtering, and segmentation. 
VPN aggregation. Access switches. 

Numerical Bases 

1.10 The study of physical and logical addresses requires a review of numerical bases and 
conversions.  The diagram below demonstrates the principle of number formation using different bases. 

bb0bb1bb2bb3bb4bb5bb6bb7 basebase

111010100100100010001000010000101051010610107 b=10b=10

11224488161632326464128128 b=2b=2

11886464512512409640963276832768886887 b=8b=8

111616256256409640966553665536161651616616167 b=16b=16

Decim al base : 0 1 2 3 4 5 6 7 8 9Decim al base : 0 1 2 3 4 5 6 7 8 9
BinaryBinary base : 0 1base : 0 1
Octal base : 0 1 2 3 4 5 6 7Octal base : 0 1 2 3 4 5 6 7
Hexadecim alHexadecim al bb asease : 0 1 2 3 4 5 6 7 8 9 A B C D E F: 0 1 2 3 4 5 6 7 8 9 A B C D E F

bbn

10 11 12 13 14 15

 
1.11 The keys to conversions between the different bases are represented by: 

19810

100101112

4A16

Successive divisions by 2

Successive
divisionsby 16

Power-of-2 weighting
positions

Power-of-26 weighting
positions Di

re
ct

co
nv

er
sio

n
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1

Dire
ct

co
nv
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1:4
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22..  LLAANN    PPRROOTTOOCCOOLLSS    

2.1 LAN protocols operate in the two lowest layers of the OSI reference model. 
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2.2 The IEEE (Institute of Electrical and Electronic Engineers) divides the data link layer into 
two sublayers: MAC (Media Access Control) and LLC (Logical Link Control). The MAC sublayer 
permits and implements medium access, such as through the contention method or token-passing, while 
the LLC sublayer is responsible for MAC sublayer framing, flow control, error control and addressing.   
 
Medium access methods 
 
2.3 LAN protocols normally use one of two methods for physical access to the network: CSMA/CD 
(Carrier Sense Multiple Access/Collision Detect) and Token-passing. Network devices in the CSMA/CD 
scheme compete for use of the physical means and for that reason it is called access by contention.  
Ethernet/IEEE 802.3, including 100BaseT, are the most characteristic examples of LAN networks using 
CSMA/CD. 
 
2.4 The network devices in the Token-Passing medium access system accede to the physical medium 
based on the possession of a token.  The most typical examples are Token Ring/IEEE 802.5 and FDDI 
(Fiber Distributed Data Interface). 
 

Name MAC Sublayer LLC Sublayer Comments 

Ethernet_II (DIX) Ethernet There is no 
differentiation 

Digital, Intel and Xerox proprietary 
specification. 

IEEE Ethernet IEEE 802.3 IEEE 802.2 Known as Ethernet 802.3 

Token-Ring IEEE 802.5 IEEE 802.2 Originated at IBM 

FDDI ANSI X3T9.5 IEEE 802.2 No comment 

 
Transmission Methods  
 
2.5 LAN transmissions are classified into three types: unicast, multicast and broadcast, in 
which a frame is sent to one or more nodes. 
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2.5.1 In the unicast transmission, a single packet is sent from a source to a destination.  
 
2.5.2 In the multicast transmission, a single packet generated by a source node is copied and 
sent to a specified subset of network nodes.  
 
2.5.3 In the broadcast transmission, a single packet is copied and sent to all network nodes.  
The source node generates a single packet using the broadcast address. 
 
LAN Topologies 
 
2.6 LAN topologies define how the devices are organized within the network.  
 
2.7 There are three common topologies: bus, ring and star. 

B U S

R IN G

S T A R

 
2.8 Although these topologies are logical architectures, the real devices do not need to be 
physically organized according to these configurations. Logical bus and ring topologies, for example, tend 
to be physically organized in the shape of a star (through a hub).     
 
2.9 Most frequently used Ethernet implementations (including Fast Ethernet, Giga Ethernet 
and 10 GE) use a bus topology, although the physical topology that is implemented through hubs and 
switches may have the appearance of a star.   

33..  EETTHHEERRNNEETT  TTEECCHHNNOOLLOOGGIIEESS  

3.1 Ethernet has survived its initial battle as an essential physical medium technology 
because it is extremely flexible and relatively easy to implement and understand.  Today it is without a 
doubt the dominant LAN network technology.    
 
3.2 The term Ethernet is applied to a family of LAN implementations that include: 
 

Standard MAC Sublayer Max Segment (meters) Type of Cable #Pairs 

10Base5 802.3 500 50 ohm thick - 

10Base2 802.3 185 50 ohm thin - 

10BaseT 802.3 100 UTP 3-4-5 2 

10BaseFL 802.3 2000 FO 1 
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Standard MAC Sublayer Max Segment (meters) Type of Cable #Pairs 

100BaseFL 802.3u 100 UTP 5 2 

100BaseFL 802.3u 100 UTP 3 4 

100BaseFL 802.3u 100 UTP 3-4-5 2 

100BaseFL 802.3u 400/2000 Multimode FO  1 

100BaseFL 802.3u 10000 Monomode FO  1 

1000BaseSx 802.3z 220-550 Multimode FO 1 

1000BaseLx 802.3z 3000 FO 1 

1000BaseCx 802.3z 25 STP 2 

1000BaseT 802.3ab 100 UTP 5 2 

10GBaseE2 802.3ae 40000 Monomode FO 1 

 
Ethernet and IEEE 802.3 
 
3.3 Ethernet is a baseband LAN specification invented by Xerox Corp. to operate at 10 Mbps, using  
CSMA/CD, over coaxial cable.  The design was created to serve in networks with sporadic high traffic 
requirements.  The IEEE 802.3 specification was developed on the basis of Ethernet. IEEE 802.3 offers a 
large variety of cabling options (for example 10Base5, in which 10 is the Mbps. speed, Base is the 
baseband signalling method, and 5 is the coaxial physical medium). 
 
3.4 In the Ethernet broadcast environment, all stations “see” the frames transmitted over the network.  
Each station must examine the frames to determine whether it is the addressee, in which case those frames 
are passed to the upper layer.   

 

                                                            
2 There are other monomode and multimode FO standards. 

A B A B

A B

Frame transmission
in t = 0 time

Fram e almost in  B
In t = t-e tim e

A BCollision
In t = τ time

Collision detection
In  t = 2τ time

7

Preamble SOF Destination
Address

Source
Address Lon Heading

802.2 + data FCS

1 6 6 2 46-1500 4
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3.5 Any station on a CSMA/CD LAN can accede to the physical medium at any time, but, 
before transmitting data, stations check (“listen”) to see whether there are any transmissions in the 
medium. If it is inactive, they can start their data transmission. 
 
3.6 If two or more stations start transmitting at the same time, there will be a collision, in 
which case both transmissions are damaged.  It will then be necessary to retransmit after a certain back-
off period has passed, as imposed by an algorithm executed by the stations.   
 
3.7 The IEEE 802.3 frame fields are: 
 
3.7.1 Preamble: Alternating pattern of ones and zeros to indicate the presence of a frame to the 
stations. 
 
3.7.2 SOF (Start of frame): delimitation byte to synchronize frame reception.   
 
3.7.3 Destination and Origin Addresses: The first three bytes of the address are specified by the 
IEEE to identify the manufacturer and the last three are configured by the manufacturer.  The origin address is 
always unicast (one node), but the destination address can be unicast, multicast (group) or broadcast (all nodes).   
 
3.7.4 Length: Number of data bytes following this field. 
 
3.7.5 Data: If the data in the frame are insufficient to fill the field to its minimum 64-byte value, 
padding bytes are added to ensure a length of at least 64 bytes.  
 
3.7.6 FCS (Frame Check Sequence): A 4 byte CRC value to implement error control.   
 
100-Mbps Ethernet (IEEE 802.3u) 
 
3.8 This high-speed LAN technology offers important updating in the available bandwidth.   
100BaseT is the 100 Mbps Ethernet implementation specification on UTP and STP. 
 
3.9 The MAC sublayer is compatible with IEEE 802.3, so that format, size and error 
detection mechanisms are kept, while it also supports all 802.3 network applications and software.   
 
3.10 100BaseT supports both 10 and 100 Mbps speeds, but the maximum network diameter is 
reduced by approximately 10 times as compared with 10BaseT (from 2000 to 205 meters), because of the 
need to detect collisions within the necessary timeframe for transmitting a minimum 64-byte length 
frame, even if the stations are located at the ends of the network.   
 
1 Gigabit Ethernet 
 
3.11 1 GE is an extension of the IEEE 802.3 standard that offers a 1 Gbit/s bandwidth, while 
remaining compatible with Ethernet and Fast Ethernet network devices. 
 
3.12 1 GE provides a new full-duplex operating mode for switch-to-switch and switch-to-
station connections.  Even so, it uses the same frame format and size and management objectives as the 
IEEE 802.3 networks.    
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3.13 This network has been designed to operate on fibre optics, but can be implemented on 
UTP 5 and coaxial cable. The IEEE 802.3 Working Group established the 802.3z Gigabit Ethernet Task 
Force to develop the standards.  The aim was to permit full and half-duplex operations at 1 Gbps., in 
keeping with the traditional frame format and the CSMA/CD medium access method.  Retroactive 
compatibility with 10BaseT and 100BaseT is also foreseen. 
 
3.14 The standard also specifies 500-meter maximum length monomode fiber link support, up 
to 2 km. of monomode fiber links, and a minimum of 25 meters of copper links.   
 
10 Gigabit Ethernet 
 
3.15 The 10 Gigabit (10GE) Ethernet specification is significantly different from the first 
Ethernet standards in several aspects, the most important of which are that it only supports fibre optics 
and operates in full-duplex mode.  This means that collision detection protocols are not needed.   
 
3.16 Despite reaching a speed of 10 gigabits per second, Ethernet maintains its frame format 
and current capacities, with the result that network infrastructure investments do not become obsolete.  
10GE is interoperable with other networking technologies like SDH, making possible Ethernet frame 
transit over SDH paths highly efficient.   
 
3.17 Ethernet expansion for use in metropolitan networks spurs technological advances 
beyond those achieved with 1 Gbps. networks, making Ethernet end-to-end connections possible.  1-
Gigabit Ethernet has already been developed as backbone technology for metropolitan dark fibre 
networks. Service providers can now build links reaching 40 km. and more using 10GE interfaces, optical 
transceivers and monomode fibre.   
 

44..  LLAANN    DDEEVVIICCEESS  
 
4.1 The most used network devices are: 
 
Repeaters 
 
4.2 A repeater is a physical layer device used to interconnect the segments of an extended 
network.  Essentially, it allows several cable segments to be treated as a single unit.  It receives signals 
from a network segment, amplifies them, then retimes and relays them to the other segments.  This 
prevents signal deterioration created by the length of the cable and the number of devices connected to it.   
 
Hubs 
 
4.3 A hub is a physical layer device that interconnects multiple user stations through a 
dedicated cable.  Electrical connections are established inside the hub.  Hubs create a star physical 
network, while maintaining the LAN logical bus or ring configuration.  The hub could be said to function 
as a multiport repeater.    
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Bridges and Switches 
 
4.4 Bridges and switches3 are devices that operate mainly in layer 2 of the OSI Reference 
Model (data link layer devices). Several types of bridging operations have taken place in internetworking 
scenarios.  Transparent bridges have been applied mainly in Ethernet environments, while source-route 
bridges were used in token ring networks.  MAC layer bridges are designed to operate between 
homogeneous networks, while others are able to translate different data link layer protocols (IEEE 802.3 
and IEEE 802.5, for example). 

B1 B2
A B

D E F

G HC

Segment 1 Segment 2 Segment 4

Segment 3

1 2 1 2

3

A, B 1
C, D, E, F, G, H 2

A, B, C 1
G, H 2
D, E, F 3

 
 

4.5 Switching technology has emerged as the successor in the evolution of network solutions.  
Superior performance, throughput, greater port density, lower per-port cost and more flexibility are the 
characteristics responsible for the success of switches in replacing bridges and complementing routers.   

E0
E1E2

E3

0260.8C01.1111

0260.8C01.2222

0260.8C01.3333

0260.8C01.4444

 
4.6 Switches are considerably faster than bridges because the switching takes place in the 
hardware (there are store & forward, cut-through and fragment-free switches). They are able to 
interconnect Ethernet networks at a rate of 10, 100 and 1000 Mbps. 
 
Full-duplex 
 
4.7 Half-duplex behaviour is needed when stations use an Ethernet 10BaseT hub, which 
recreates an electrical equivalent of the bus, and CSMA/CD rules remain in effect.  If the topology 
permits collisions, CSMA/CD can be used to react to them. 
 

                                                            
3 Note: there are ATM switches, LAN switches, and several types of WAN switches. 
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4.8 Full-duplex operation is impossible with a shared 10BaseT hub, but it can be done if the 
possibility of collision is removed (as with a switch).  This gives rise to switched networks. 
 
Collisions and Broadcasts 
 
4.9 Different devices delimit collision and broadcast domains. 
 
4.10 The collision domain encompasses all network plates that receive a transmission 
originating in this domain (in a hub, they are all the interfaces connected to its ports).  This means that so 
long as signals are present in the transmission medium, all other stations will have to wait for a chance to 
transmit. 

hub hubswitch

servers

2 3

5

678

1
4

BC Domains
Collision
domains

 
4.11 The broadcast domain consists of all network interfaces that receive a broadcast (bc) or 
multicast (mc) transmission originating in the domain (a bc transcends hubs, bridges and switches, but not 
a router). The diagram shows the collision and broadcast domains in a multi-device network.   
 
Types of operation 
 
4.12 Among the advantages of switches are their capacity to operate in different modes with 
regard to the moment of transmission of the frames received. Store & Forward is the slowest traditional 
mode, in which the switch awaits reception of the complete frame in order to check that all form 
requirements are correctly met before its retransmission.  The Cut-Through mode is the quickest, for 
once the destination address has been determined, the frame is immediately transmitted through the 
output port, although without the possibility of checking whether the unit meets the criteria for length, 
error detection, etc.  Lastly, the Fragment-Free mode is an intermediate one in which the switch waits to 
receive the minimum number of bits in order to ensure that it is not a runt (abnormally short frame 
produced by a collision or a transmission error).    
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Routers 
 
4.13 One of the most usual forms of interconnecting LANs and subnets today is by routers.  
Routers are installed at the boundaries between two physical and/or logical networks.  For 
internetworking, routing is a more sophisticated method than bridging.  In theory, a router (or a network 
layer switch) can act as a translator between a subnet with a P1 physical layer protocol, a DL1 data link 
layer protocol, and an N1 network layer protocol, and another subnetwork with a P2 physical layer 
protocol, a DL2 data link layer protocol, and an N2 network layer protocol.  Routers are generally used to 
interconnect networks using the same network layer, but different link layer protocols.   
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4.14 Routers allow for the interconnection of LANs through WANs, using traditional services 
(point-to-point, Frame Relay and ATM lines), and new IP/MPLS network services. Some routers operate 
directly on SDH and can also interconnect different LANs like Token Ring and Ethernet. 
 
4.15 The use of routers makes its possible to establish different networks both physically and 
logically, each with its own address space.  Routing methods become increasingly sophisticated as 
topology size and complexity increase. IP, IPX, and AppleTalk are the most common network layer 
protocols, although the general trend is toward IP use. 
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55..  VVLLAANNss  
 
5.1 Switches segment the collision domain to the maximum (only one device is connected to 
each port, making it possible to disable collision control and full-duplex transmission). Full network 
performance, however, is vulnerable to an excess of a certain kind of traffic because the switches 
propagate the bc’s and mc’s to all ports.   
 
5.2 One way to limit mc and bc traffic is by configuring VLANs (virtual LAN networks). 
VLAN support makes it possible to isolate networks within a single (or several) switches, impeding 
communication between devices connected to different VLAN ports (unless integrated by a router).   
VLAN design is based on security, performance, management and other considerations.    
 
5.3 The diagram shows a VLAN-supported switch in which 4 VLANs have been configured: 
A, B, C and D. 
 
5.4 In this example, each switch port constitutes a collision domain (actually, there will be no 
collisions and their detection can be deactivated in both the devices and the switch ports).  The basic 
difference between this example and that of a switch without VLANs is that now each VLAN constitutes 
a broadcast domain (that is, a bc or mc transmitted in VLAN 2, for example, will not be transferred to the 
three other VLANs.)     
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VLAN C

VLAN D

VLAN A

VLAN B

VLAN C

VLAN D

VLAN A

VLAN B

VLAN C

 
 

5.5 All terminals connected to ports belonging to a single VLAN can communicate with each 
other, but cannot with those connected to other VLANs. 
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5.6 There are two ways for all terminals to accede to the server: 
 
5.6.1 Use four of the switch ports, each belonging to a VLAN, and connect them to 4 Ethernet 
interfaces installed in the server. 
 
5.6.2 Use a single interface with a trunking protocol (also supported by the switch) to connect 
it to the switch port transporting the traffic of all VLANs.    
 
5.7 In both cases, if the server routing function is activated, it will also be possible for the 
terminals in the different VLANsto communicate with each other.   
 

66..  WWAANN  NNEETTWWOORRKKSS  AANNDD  DDEEVVIICCEESS    
 
WAN CHARACTERISTICS 
 
6.1 The main WAN characteristics are:  
 
6.1.1 Extended geographic area: the network operates beyond the local geographic field of a 
LAN and generally uses the services of a carrier to interconnect devices over global areas.   
 
6.12 WANs use serial connections (interfaces) of different types and speeds to accede to the 
bandwidth.   
 
6.1.3 They provide full-time and part-time connectivity. 
 
6.1.4 By definition, a WAN connects separate devices over wide areas.  WAN devices include:    
 
6.1.4.1 Routers that offer multiple services including internetworking and WAN interface ports. 
 
6.1.4.2 Switches for voice, data and video communication that interconnect with the WAN 
bandwidth.  
 
6.1.4.3 Modems that serve as an interface to voice grade services.  They include channel service 
units/data service units (CSU/DSU) that serve as an interface for T1/E1 services, and terminal 
adaptors/network termination (TA/NT) that serve as an interface for integrated service digital network 
(ISDN) services.  
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6.1.4.4 Communication servers that concentrate communications by telephone for user access.    

CSU/DSU CSU/DSU 
ModemModem

CommunicationsCommunications
ServerServer

WAN WAN 
SwitchSwitchRouterRouter

 
 
6.2 WAN networks use the OSI layer division method for encapsulation, as in LAN 
networks. 
 
WAN TECHNOLOGIES 
 
6.3 WAN protocol physical layer specifications describe how to provide electrical, 
mechanical, operational and functional connections for wide area networking services.  These services are 
generally obtained from WAN service providers (carriers).    
 
6.4 WAN protocol data link specifications describe how frames are transported over a single 
data route established between communicating systems.   They include protocols designed for operation 
through dedicated point-to-point, multipoint and multi-access switched services like Frame Relay.   
 
6.5 A number of recognized authorities, including the following organizations, define and 
administer WAN standards: 
 
6.5.1 International Telecommunication Union - Telecommunication Standardization Sector  
(ITU-T), the former International Telegraph and Telephone Consultative Committee (CCITT) 
 
6.5.2 International Organization for Standardization (ISO)  
 
6.5.3 Internet Engineering Task Force (IETF)  
 
6.5.4 Electronic Industries Alliance (EIA)  
 
6.6 WAN standards and specifications describe both physical layer delivery methods and 
data link layer requirements, including data flow addressing and encapsulation.  The diagram shows lower 
layer protocol generic data units. 
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6.7 The following diagram shows the stack of protocols used by WAN networks. 
 

 

Physical layer 

 
6.8 The WAN physical layer describes the interface between the data terminal equipment 
(DTE) and the data communications equipment (DCE). The DCE is usually the service provider and the 
DTE, the connected device. Under this model, services are offered to the DTE through a modem or 
channel service unit/data service unit (CSU/DSU). 
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6.9 The following physical layer standards specify these interfaces: 
 
6.9.1 EIA/TIA-232 
 
6.9.2 EIA/TIA-449  
 
6.9.3 V.24  
 
6.9.4 V.35  
 
6.9.5 X.21  
 
6.9.6 G.703 
 
6.9.7 EIA-530  
 
Data link layer 
 
6.10 The most common data link encapsulation protocols associated with serial synchronous 
lines are cited below.  

D C ED T E

M o de m /
D T U

D C E D T E

M o de m /
D T U

A p p lic a tio nA p p lic a tio n

P r e se nta tio nP r e se nta tio n

S e ss ionS e ss ion

T r a nsp or tT r a nsp or t

N etw orkN etw ork

D a ta  L inkD a ta  L ink

P hys ic a lP hys ic a l

 

6.10.1 High-level data link control (HDLC) - An ISO standard. HDLC may not be compatible 
among different manufacturers because of the way each manufacturer decides to 
implement it.  HDLC supports both point-to-point and multipoint configurations.  

 
6.10.2 Frame Relay – Using a simplified frame without error control mechanisms through high-

quality digital facilities, Frame Relay can transmit data very rapidly compared with these 
other WAN protocols.   

 
6.10.3 Point-to-point protocol (PPP) –Two standards developed by IETF, as described inRFC 

1661. PPP contains a protocol field to identify the network layer protocol. 
 
6.10.4 Integrated services digital network (ISDN) – A set of digital services that transmit 

voice and data over existing telephone lines.    
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77..  WWAANN  SSEERRVVIICCEESS  
 
CLASSIFICATION OF SERVICES 
 
7.1 As already stated, one of the important differences between WANs and LANs is that in 
the former case a provider (carrier) must be hired in order to use the network transport resources.    

Establishing a call
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7.2 The most commonly used WAN service is basic telephone service.  Both telephone and 
data services are connected from the point of presence (POP) of the building to the WAN provider central 
office (CO). A preliminary classification can be made of the “WAN cloud”, which organizes the WAN 
provider services into three main types: 
 
7.2.1 Call establishment service – Establishes and releases calls between telephone users.  
Signalling through common channel number 7 (SS7) is the most commonly used call establishment.  It 
uses telephone control signals and messages between transfer points along the route to the dialled 
destination. 
 
7.2.2 Time division multiplexing (TDM) – Information from multiple sources has a wideband 
location in a single medium.  Circuit switching uses signalling to determine the call route, a dedicated 
route between the sender and the receiver.   Time division multiplexing (TDM) avoids congested facilities 
and variable delays.  Basic telephone service and the integrated services digital network (ISDN) use TDM 
circuits.   
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7.2.3 Packet switching services (like X.25 or Frame Relay). Information in packets or frames 
shares a non-dedicated bandwidth with other WAN frames of the subscriber.  X.25 packet switching uses 
layer 3 routing with the sender and receiver addressing contained in the packet.  X.25 can use switched 
virtual circuits (SVCs), with some initial delay for the call establishment, or permanent virtual circuits 
(PVCs), which avoid delays in call establishment. Frame Relay uses layer 2 identifiers and permanent 
virtual circuits (PVCs). 
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TECHNOLOGIES 
 
7.3 There are two types of general options for wide area networking: dedicated lines or 
switched connections. The latter, in turn, can be either switched circuits or switched packets/cells . 
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7.4 The WAN provider can receive orders for wide area network links at different speeds stated in 
bits per second (bps) capacity. This bps capacity determines how rapidly data can be transmitted over the 
link.    
 
7.5 The WAN bandwidth is provided in our setting, Europe and Japan based on PDH and 
SDH digital hierarchies. E1 is the first multiplexing level in PDH hierarchy and refers to a 2,048 Mbps 
signal. 
 
7.6 A similar hierarchy has been developed in the United States, where each format is called 
a digital signal (DS).  The term T1 tends to be used colloquially to refer to the DS1 signal and the term T3 
to refer to the DS3 signal.  
 
Dedicated line service  
 
7.7 Dedicated—or leased--lines provide full-time service. Transmission speeds can reach up 
to E3 (34,364 Mbps), or higher, but are usually E1 (2,048 Mbps) or fractional E1 (in 64 kbps or n64Kbps 
increments).  
 
7.8 Dedicated lines are generally used to transport data, voice and video. In data network 
design, leased lines usually provide the main connectivity among important sites or campuses and LAN-
to-LAN connectivity.   
 
7.9 When leased lines are connected, a router port will be needed for each connection, in 
addition to a CSU/DSU and the existing circuit of the service provider. 
 
7.10 The cost of dedicated line solutions can become very high when used to connect many 
sites, especially if a complete gridded network is used.  Serial point-to-point links provide full-time 
dedicated connectivity.  
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7.11 Connections are made using the router synchronous serial ports with typical bandwidth 
utilization of up to 2 Mbps (E1) available through a channel service unit/data service unit (CSU/DSU). 
Use of different encapsulation methods in the data link layer gives user traffic flexibility and reliability. 
 
7.12 Leased lines of this kind are ideal for high-volume environments with a constant-speed 
traffic pattern.  Use of the available bandwidth is a matter of concern because the cost of the line is paid 
even when the connection is inactive.   
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Switched circuit service 
 
7.13 Switched circuit connections from one location to another are established on demand, 
only when a communication is needed, and are generally low bandwidth.  Basic telephone service 
connections are usually limited to 33.6 Kbps. without compression and ISDN at 64 or 128 Kbps. 
 
7.14 Switched circuit connections are used primarily to connect remote and mobile users to 
corporate LANs.  They also serve as support lines for higher speed primary circuits, such as Frame Relay 
and dedicated lines. 
 
Dial-on-demand routing  
 
7.15 Dial-on-demand routing (DDR) means the connection is made only when a specific type 
of traffic initiates the call or when a backup link is needed.  These switched circuit calls are usually made 
over ISDN networks.   
 
7.16 DDR is an ideal substitute for leased lines when full-time availability of the circuit is not 
needed, as in the following cases: 
 
7.16.1 When traffic patterns are low volume or periodic.  The calls are made and connections 
established only when the router detects traffic that is marked as “interesting.”  Care should be taken to 
keep periodic broadcasts, like routing protocol updates, from triggering calls. 
 
7.16.2 When a backup connection is needed for redundancy or shared load.  The DDR can be 
used to provide shared load and/or a backup interface. For example, there may be several serial lines, but 
the desire is to use the secondary line only when the primary one is very occupied, in order to share the 
load.   When WAN lines are used for critical applications, secondary DDR lines--automatically enabled--
can be configured as backup when the main lines are out of service.   
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ISDN 
 
7.17 ISDN was developed by telephone companies intending to create a fully digital network.  
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General  
 
7.18 ISDN includes the following devices:  
 
7.18.1 Terminal Equipment 1 (TE1) — Denotes a device that is compatible with the ISDN 
network.  A TE1 is connected to a type 1 or 2 (NT1/NT2) network termination.  
 
7.18.2 Terminal equipment 2 (TE2) — Denotes a device that is not compatible with ISDN and 
requires a terminal adaptor (TA).  
 
7.18.3 Terminal adaptor (TA) — Converts standard electrical signals to the form used by 
ISDN so that non-ISDN devices can connect to the ISDN network.    
 
7.18.4 Type 1 network termination (NT1) — Connects 4-wire cabling of the ISDN subscriber 
to the conventional 2-wire local loop facility.     
 
7.18.5 Type 2 network termination (NT2) — Directs the traffic to and from different 
subscriber devices and NT1. NT2 is an intelligent device that performs the switching and concentration (a 
PBX, for example). 
 
7.19 Reference points separate the ISDN functional groups and define the boundaries of the 
following interfaces: 
 
7.19.1 The S/T interface defines the functional boundary between a TE1 and the NT. The S/T is 
also used to define the interface between the TA and the NT.   
 
7.19.2 The R interface defines the interface between a TE2 and the TA. 
 
7.19.3 The U interface defines the 2-wire interface between the NT and the ISDN “cloud”. 

 

TE1TE1

TE1TE1 A

TA

NT1
ISDN
Net-
work

ISDNISDN
NetNet--
workwork

B

U InterfaceU Interface

S/T S/T InterfaceInterface

1 1 pairpair2 2 pairspairs

TE2TE2

R R InterfaceInterface

US/T

R

 



Appendix 1 - – Networking Concepts  

Guide for the implementation of national IP networks Page 24 

ISDN transmission structure 

7.20 The transmission structure corresponds to the organization of the channels over the local 
loop for access to support services.  There are two structures between the user and the ISDN center: the  
basic access interface (BRI) and the primary access interface (PRI). 
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7.21 ISDN BRI operates over most of the copper cabling of today’s exterior telephone facility 
and delivers a total bandwidth of one 144-kbps line in three separate channels.  Two of the channels, 
called B-channels (carriers), operate at 64 kbps and are used to transport voice or data traffic.  The third 
channel, called D (data) channel, is a 16-kbps signalling channel used to carry instructions telling the 
telephone network how to manage each of the B-channels.   ISDN BRI is often known as "2B+D."  

B:B: 64 64 KbpsKbps

D:D: 16 16 KbpsKbps

B:B: 64 64 KbpsKbps

Carrier: Carrier: TrafficTraffic

Carrier: Carrier: TrafficTraffic

SignallingSignalling

 
7.22 ISDN gives the network designer a great deal of flexibility because of its capacity to use 
each of the B-channels for voice or separate data applications.   A long document, for example, could be 
downloaded from the corporate network through one of the ISDN 64-kbps B-channels, while the other B-
channel is being used to examine a page of the World Wide Web. PRI access with 30 B-channels 
(64 Kbps) and 1 D-channel (64 Kbps) could also be used.  

ISDN data link encapsulation  

7.23 There are several encapsulation options available with remote access solutions, the most 
commonly used one being the point-to-point protocol (PPP).   
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PACKET SWITCHING NETWORKS 

7.24 Switched networks can transport varying sizes of frames (packets) or fixed-size cells.  
The most common type of packet switching networks is the Frame Relay. Frame Relay was designed for 
high speed and more reliable links.  As a result, it has a limited number of error checking and reliability 
characteristics.  Upper layer protocols are expected to deal with these problems.   

WWAANN  EENNCCAAPPSSUULLAATTIIOONN  PPRROOTTOOCCOOLLSS  

7.25 Each type of WAN connection uses a layer 2 protocol to encapsulate4 traffic as it crosses 
the WAN link.  The choice of encapsulation protocol depends upon the WAN technology and the 
communications equipment.   

 

 

 

7.25.1 HDLC—The Cisco default encapsulation in point-to-point links.  It is normally used in 
communicating with another Cisco device.  If the communication is being made with a non-Cisco device, 
the most viable option could be synchronous PPP.  

                                                            
4 Encapsulation – Data envelope in a particular protocol heading.  For example, Ethernet data are encapsulated in a specific Ethernet heading 
before travelling over the network.   

Tunneling – Architecture designed to provide the necessary services for implementing any standard point-to-point encapsulation system.    
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7.25.2 LAPB (X.25 protocol layer 2) – For packet switching networks.  Can also be used on 
point-to-point links if the link is unreliable or there is an inherent delay associated with the link, as in the 
case of a satellite link.  LAPB provides reliability and flow control on a point-to-point basis.  

7.25.3 PPP- Usual for single user telephone dialling access to LAN or from LAN-to-LAN 
(router-to-router).  PPP is standardized, allowing for interoperability among manufacturers.  It also 
supports the encapsulation of several upper layer protocols, including IP and IPX.  

7.25.4 FR Cisco/IETF- Used to encapsulate Frame Relay traffic.  Cisco is a proprietary option 
and can be used only among Cisco routers.   

7.26 There are, then, four different serial line encapsulation methods. Although their 
characteristics are different, they all share a common frame format, as shown for HDLC, LAPB and PPP 
–and in the next MD, which will be used for Frame Relay-. 

FCSD ataControlAddressFlag Flag

•• Cisco  HDLC C isco  HDLC 
•• LAPBLAPB
•• PPPPPP

TypesTypes ofof encapsulationencapsulation

Fram eFram e
form atform at

 
 

7.27 The frame contains the following fields: 

7.27.1 Flag—Indicates the start of the frame and is determined using the 7F hexadecimal 
standard.  

7.27.2 Address—A one or two byte field to address the end station in multidrop environments. 

7.27.3 Control—Indicates whether the type of frame is for information, supervision or 
unnumbered.  It also contains specific function codes. 

7.27.4 Data—The encapsulated data. 

7.27.5 FCS—The frame check sequence. 

7.27.6 Flag—The 7E trailer flag identifier.  

CISCO HDLC ENCAPSULATION 

7.28 HDLC5 is the Cisco default encapsulation method for serial lines.  This is a very reduced 
implementation for optimization purposes; there is no windowing6 or flow control7, and only point-to-
point connections are permitted (there are no multipoint connections).  

                                                            
 
5 HDLC - High-Level Data Link Control.  Bit-oriented and synchronous data link layer protocol developed by ISO.  Derived from SDLC, HDLC 
specifies a data encapsulation method on synchronous serial links using frame characters and checksums.  Also see SDLC.  
 
6 Window – Number of octets the sender wishes to accept or that the transmitter can send without any need for recognition.  
 
7 Flow control  - Technique used to ensure that a transmitter unit, such as a modem, does not overload a receiver unit with data.  When the 
buffers of the receiver device are full, a message is sent to the transmitter device to suspend transmission until the data in the buffers has been 
processed.  In IBM networks, this technique is called pacing.  
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The address field is always defined as all-one.  Furthermore, a 2-byte proprietary code is inserted after the 
control field, meaning that the HDLC frame is not interoperable with the equipment of other 
manufacturers.   

•• Defined as X.25 layer 2
• Non-automatic installation
• Standard ITU

Technical Summary

Frame format

FCSDataControlAddressFlag Flag

 

 
LAPB ENCAPSULATION  
 
7.29 LAPB (Link Access Procedure Balanced) is the standard layer 2 protocol defined by 
X.25. 
 
7.30 It has two addresses that identify whether the frame is a command or a response.  It has 
no Type field.   
 
PPP ENCAPSULATION  
 
7.31 The point-to-point  protocol8 (PPP) is a standard (RFC 1332, 1661) serial line 
encapsulation method that includes a protocol type field, together with a link control protocol.  Among 
other things, this protocol can verify link quality during connection establishment.   
 
7.32 There is also support for authentication through the Password Authentication Protocol9 
(PAP) and the Challenge Handshake Authentication Protocol10 (CHAP). 
 

                                                                                                                                                                                                
 
8 PPP - Point-to-Point Protocol. A successor to SLIP, PPP provides router-to-router and host-to-network connections on synchronous and 
asynchronous circuits. See also SLIP.  
 
9 PAP - Password Authentication Protocol. Authentication protocol that allows PPP peers to authenticate each other.  A remote router wanting to 
connect to the router must send an authentication request.  Unlike CHAP, PAP passes the host or username and passwords in the free (non-coded) 
zone.  It does not, of itself, prevent unauthorized access, but merely identifies the remote end.  The router or access server then decides whether to 
permit this user’s access.  PAP is supported only by PPP lines. Compare with CHAP.  
 
10 CHAP (Challenge Handshake Authentication Protocol) – Security feature supported by lines using PPP encapsulation that prevents 
unauthorized access.  CHAP does not of itself prevent unauthorized access, but merely identifies the remote end.  The router or access server then 
decides whether to permit access to this user.  Compare with PAP.  
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7.33 The point-to-point protocol (PPP) is generally considered the successor to the Serial Line 
IP (SLIP) protocol. PPP provides router-to-router and host-to-network connections through both 
synchronous and asynchronous circuits.  
 
7.34 PPP emerged at the end of the 80s as an answer to the lack of encapsulation protocols for 
the  Internet  that  was  impeding  the  growth  of  serial  line  access.   PPP  was  created  basically  to  

 

•• Encapsulation of standard serial line
• Specifi es protocol field typ e
• Has other functions

Technical Summary

Frame format

FCSDataContro lAddre ssFlag FlagProtocol

 

 
resolve problems of remote connectivity with Internet. PPP supports the use of several network layer 
protocols, including Novell IPX, TCP/IP and AppleTalk. 

R ou te rR ou te r -- toto --
R ou te rR ou te r

P P PP P P

A

P S T NP S T N

P P PP P P

IS D N  IS D N  –– P S T NP S T N
P o in tP o in t -- toto -- P o in tP o in t

H os tH os t -- toto --
N e tw orkN e tw ork  

 

PPP Elements  

7.35 PPP uses a layered architecture. With its lower level functions, PPP can draw on:  

7.35.1 Synchronous physical media like those connecting to ISDN.  

7.35.2 Asynchronous physical media such as those used by basic telephone service for telephone 
connections via modem.  

7.36 PPP offers a wide array of services that control data link establishment.  
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Physical Medium

 
7.37 These services are LCP options and consist mainly of frame negotiation and verification 
for the implementation of point-to-point controls specified by the administrator for the call.   

7.38 With its higher level functions, PPP transports packets from several network layer 
protocols in NCPs. These are functional fields containing standard codes to indicate the type of protocol 
of each network layer that PPP encapsulates.   

PPP Operation 

7.39 PPP runs on the following types of WAN physical interfaces:  

7.39.1 ISDN  

7.39.2 Asynchronous series 

7.39.3 Synchronous series  

7.40 PPP uses another of its most important components, the link control protocol (LCP) to 
negotiate and establish WAN data link control options.  It employs its network control programs (NCP) 
component to encapsulate different protocols. 

7.41 PPP datagram transmission uses three key components for more effective data 
transmission: 

7.41.1 Encapsulation - PPP supports the high-level data link control (HDLC) protocol for 
encapsulation. 

7.41.2 Link control protocol (LCP) – An extendable LCP is used to establish, configure and 
test the data link connection.   

7.41.3 Network control protocols (NCP) – An NCP family is used to establish and configure 
different network layer protocols. 

7.42 PPP connections are established by stages. An originating PPP node first sends LCP 
frames to configure and test the data link.  The link is then established and the facilities negotiated.  

7.43 The originating PPP node then sends NCP frames to choose and configure network layer 
protocols.  The chosen network layer protocols, such as TCP/IP, Novell IPX and AppleTalk, are 
configured and the packets are sent from each network layer protocol.  
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PPP frame format 

7.44 The PPP frame has the following field format: 

FCSDataControlAddressFlag FlagProtocol

2 2 bytesbytes

1 1 bytebyte

VariableVariable
((MaxMax 1500)1500)

7E 7EFF 03 Can be 4 
bytes

 
7.44.1 Flag – Indicates the start or end of a frame and consists of the binary sequence 01111110. 

7.44.2 Address - Consists of the standard broadcast address, the binary sequence 11111111. 
PPP does not assign individual station addresses. 

7.44.3 Control - 1 byte that consists of the binary sequence 00000011, which calls for 
transmission of the user’s data in a non-sequential frame. A link service without connection is provided 
similar to logical link control (LLC) type 1.   

7.44.4 Protocol - 2 bytes that identify the encapsulated protocol in the frame information field.  
The most updated values in the protocol field are specified in the request for comments (RFC) of the most 
recently assigned numbers.  

7.44.5 Data – Zero or more bytes containing the datagram for the protocol specified in the 
protocol field.The end of the information field is found by locating the closing flag sequence and allowing 
2 bytes for the FCS field.  The maximum default length in the information field is 1,500 bytes. By prior 
agreement, PPP consent implementations can use other values for the maximum length of the information 
field. 

7.44.6 Frame check sequence (FCS) - Normally 16 bits (2 bytes). By prior agreement, PPP 
consent implementations can use a 32-bit (4 byte) FCS for improved error detection.   
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7.44.7 Note – The PPP link control protocol (LCP) can negotiate modifications to the standard 
PPP frame structure.  Modified frames, however, will be clearly distinguishable from standard frames.    

Summary of WAN frame formats 

7.45 The diagram below summarizes the encapsulation protocol frame formats. 

FCSLCPControlAddressFlag FlagProtocol

FCSDataControlAddressFlag FlagType

FCSD ataControlAddressFlag Flag

D ataIdentifierCode Length

PPP

C ISC O  H D LC

LA PB

LC P

 
7.46 The following table offers a comparative summary of the most common data link 
protocols. 

88..  NNEETTWWOORRKK  FFUUNNDDAAMMEENNTTAALLSS  

8.1 Networking evolves to support both existing and future applications.  The OSI reference 
model organizes network functions into seven layers. The “RCP/IP reference model,” however, only has 
4 layers, which can be mapped over the former. 

8.2 Data flow from the highest level user applications to lower level bits transmitted through 
network media.  The peer-to-peer functions use encapsulation and dis-encapsulation in the interfaces of 
the different layers. 

WAN Technology  Encapsulation 
Protocol 

Notes 

• Dedicated 
Point-to-Point 

> HDLC 
> LAPB 
> PPP 
> Frame Relay 

Can be any protocol that is 
configured at both ends. 

• Packet 
switching 

 

> Frame Relay  
> X.25 
> ATM 

Should be the same protocol as 
that of the carrier network. 

• ISDN 
> PPP 
> X.25 
> Frame Relay 

In D-channel: LAPD. 
In B-channel: any (similar to that 
of the point-to-point). 

• PSTN > Normally PPP 
> Formerly SLIP 

Once established, it is a point-to-
point.  To accede to PPP Internet.   
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8.3 The main characteristics of a LAN are: 

8.3.1 The network operates within a building or within the same floor of a building (with 
coverage extending toward the metropolitan sphere). 

8.3.2 LANs give the various connected devices (generally PCs) access to wideband media.   

8.3.3 By definition, LANs connect computers and services on a common medium. 

8.3.4 LAN devices include: Bridges (connect LAN segments and help filter traffic), Hubs 
(concentrate the LAN connection and make possible the use of braided copper media), Ethernet Switches 
(provide full-duplex dedicated bandwidth to segments or computers) and Routers, which offer many 
services including internetworking and broadcast control. 

8.4 WAN physical layer protocols describe how to supply electrical, mechanical, operational 
and functional connections for WAN services, often obtained from WAN service providers (carriers).  

8.5 WAN data link protocols describe how frames are transported between systems through 
a single data link.  They include protocols designed to operate through dedicated point-to-point, 
multipoint and multi-access switched services, such as Frame Relay. 

8.6 WAN standards have been defined and administered by different recognized authorities 
like the following: 

8.6.1 International Telecommunication Union – Telecommunication Standardization Sector 
(ITU-T), formerly called International Telegraph and Telephone Consultative Committee (CCITT). 

8.6.2 International Organization for Standardization (ISO). 

8.6.3 Internet Engineering Task Force (IETF). 

8.6.4 Electronic Industries Alliance (EIA).  
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8.7 WAN standards normally describe physical layer and data link layer (and at times 
network) requirements. The WAN physical layer describes the interface between the data terminal 
equipment (DTE) and the data circuit-terminating equipment (DCE).  The DCE is usually the service 
provider, while the DTE is the connected device.   In this model, the services offered to the DTE are 
available through a modem or CSU/DSU.  

8.8 The figure below shows the relationship between layer 1 and 2 protocols in LAN and 
WAN networks: 

OSI     LAN     WAN 

 802.2 LLC  
Link 

  
HDLC PPP LAP

B 
SDL
C 

  
Physical 

 

Ethernet 
802.3 802.5 FDDI 

 

V.24 – EIA/TIA232 – G703 

V.35 - EIA/TIA449 - HSSI 

 

8.8.1 High-Level Data Link Control (HDLC): an IEEE standard that is probably not 
compatible with the different providers, since each provider may have implemented it in its own way.  
HDLC supports point-to-point and multipoint configurations at a minimum cost.   

8.8.2 Frame Relay: Uses high-quality digital facilities and simplified framing without error 
correction mechanisms, which means that it can send layer 2 information far more rapidly than other 
WAN protocols. 

8.8.3 Point-to-Point Protocol (PPP): Described by RFC 1661. Two standards developed by 
the IETF. It contains a protocol field to identify the network layer protocol. 

8.8.4 Simple Data Link Control Protocol (SDLC): WAN data link protocol designed by IBM 
for systems network architecture (SNA) environments.  It has been largely replaced by the more versatile 
HDLC. 

8.8.5 Serial Line Internet Protocol (SLIP): Very popular WAN IP packet transport data link 
protocol. It has been replaced in several applications by the more versatile PPP. 

8.8.6 Link Access Procedure Balanced (LAPB): Data link protocol used by X.25 that has 
extensive error verification capabilities. 

8.8.7 Link Access Procedure for D-Channel (LAPD): WAN data link protocol used for 
signalling and for RDSI Channel-D call configuration.  Data transmissions are made in RDSI Channel-B. 

8.8.8 Link Access Procedure Frame (LAPF): A WAN data link protocol for carrier services in 
frame mode, similar to LAPD, used for Frame Relay technologies. 
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99..  IIPP  PPRROOTTOOCCOOLL  ((RRFFCC779911--RRFFCC776600))  

9.1 IP (Internet Protocol) is an OSI model layer 3 (network) protocol designed to 
interconnect communication networks through packet switching, in order to form an internet.    

9.2 Data blocks called datagrams are transmitted from a source computer to a destination 
computer. 

9.3 Each datagram contains addressing and control information for packet routing, with the 
result that better delivery service without connection (no connection is established prior to the transfer of 
information) is provided between source and destination.   

9.4 The device responsible for datagram routing among networks with different address 
systems is called a router.  The router is basically a traffic manager (tell it where you want to go and the 
router will tell you the proper way).   

9.5 Routers have ports, which are physical connections to the networks.  A local address 
should be assigned to each of these ports.  If there are several routers, each should contain the information 
configured in the rest in order to make datagram routing possible.    

9.6 Although it is possible to statically configure all IP addresses and their associated ports 
for each router, this would be inefficient because of the large amount of time it would take.   

9.7 The appropriate method is to use protocols specifically designed to distribute routing 
information among the routers, called routing protocols.   

IP packet format (Version 4) 

9.8 The following diagram illustrates the IP packet format version 4.  The bits have been 
technically organized as usual–into 32-bit lines (equivalent to 4 octets).   

Version IHL Type of Service

Identification
Used to reassemble a datagram

D
F Fragment Offset

TTL Protocol
(ICMP = 1, TCP = 6, UDP = 17)

Header Checksum
Heading error contol

Origen IP Address

Destination IP Address

Options
(Variable - from 0 to 40 bytes)

Total Length
Maximum datagram size = 65536 octets.

M
F

8 16 24 32

Data
(Variable)
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9.9 The first field, VERS (4 bits, 0 to 3), defines the IP packet version (currently version 4), 
in order to check that sender, receiver and routers analyze the packet according to version 4 of the IP 
structure –in other words, it is the first parameter that should be checked before its analysis since, if there 
is any difference (between the packet received and the packet processing software), the machines will 
reject the packet to avoid incorrect interpretation of its format.   

9.10 HLEN field(4 bits, 4 a 7)determines the length of the IP packet header and the amount is 
stated in bytes.  All header fields have a fixed length, except the IP Options and Padding field. 

9.11 The Type of Service is, in turn, divided into 5 subfields as follows: 

 

 

 

 

 

 

 

9.11.1 Priority (3 bits): (o precedence) indicates packet priority, making it possible to control 
the information that will be more important in resending the data.  For example, in VoIP (Voice over IP) 
transmission, the application software marks the packet in this field (with a certain value) so that routers 
will give it priority treatment over data packets.    

9.11.2 D (1 bit): determines the type of transport required for the packet.  When this bit is 
activated, it indicates processing with short delays.   

9.11.3 T (1 bit): determines the type of transport required for the packet.  When this bit is 
activated, it indicates high performance.   

9.11.4 R (1 bit): determines the type of transport required for the packet.  When this bit is 
activated, it indicates high reliability.   

9.11.5 Without use (2 bits). 

Assuming, for example, that a router can select between a low-speed leased line and a satellite link with a 
large bandwidth (but a long delay) and that some packets could have activated the D bit and others the T 
bit; in the latter case, the packets would be resent by the satellite link.  It is also very important for the 
routing algorithms to select the underlying physical network technology with the low delay, high 
performance and high reliability characteristics so that the algorithm can choose, according to the status 
of those bits (D, T, R), the physical interface that meets the requirement defined by the type of transport.    

9.12 The Total Length field determines the total length of the IP packet measured in bytes.  
Therefore, the length being 16 bits (16 to 31), the maximum packet size is 64 Kbyte (216=65.536). 

9.13 Fragmentation Control: The fields that control the fragmentation of a datagram when 
transmitted over a network with an MTU (Message Transfer Unit)11 smaller than the maximum IP 
datagram size are Identification, Flag and Fragment Offset.    

                                                            
11 MTU (RFC 1191): NetBios: 512; X.25: 576;; 802.3/802.2: 1492; Eth 2.0: 1500; PPP: 1500; FDDI: 4352; IEEE802.4: 8166; 16M TR: 
17914; EtherChannel: 65535 

0  1  32  7 654

 

1 1 1 1 1 1 1 1 ‐  ‐  ‐  ‐ 

 

Not 
Used 
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9.14 The Identification field determines which fragments form part of the same original 
datagram.  As a result, all of them will have the same value in that field so that the receiver can 
“understand” (by analyzing the origin IP address, as well) that they are fragments of the same packet.    

9.15 The Flag and Flag Offset fields determine the order in which those fragments should be 
reassembled.  The least significant bit of the Flag field determines if there are more fragments (when its 
value is set to “0”) and the Offset field, expressed in bytes, determines the position of the fragment within 
the original datagram.  

9.16 The Life Time field:  States the length of life of the datagram within the network.  For 
example, when at packet reaches a router, a timer is activated that measures the length of time it remains 
within the router.  Therefore, when the packet leaves that router, the equipment reduces its Life field by 
that period of time.  When that value reaches zero, the packet is automatically expelled from the network 
and an error message is sent to the destination, thus avoiding the indefinite travel of such packets within 
the network.   

9.17 The PROTOCOL field: Specifies the high-level protocol used to create the message 
transported in the data area.   

9.18 The Header Checksum field: Ensures the integrity of header values only. 

9.19 The Origin and Destination Address fields: Determine the datagram transmission and 
reception addresses. 

9.20 The Data field: Defines the data area, whose length varies. 

9.21 The Padding field: Depends upon the content of the Options field, but can be used to 
ensure that the header length will be a multiple of 32 bits. 

9.22 The Options field: It is not present in all datagrams and is included in network or 
debugging tests.  Its length varies and depends upon the chosen option; for example, there is a byte that is 
broken down into three parts: 

 

C ode
(1  byte)

L ength
(1  byte)

O ptio ns data
(n bytes)

F lag
C opy

(1 )

C lass

(2-3 )

O ptio n N u m ber
(4 -5 -6 -7 -8)

O P T IO N  N U M B E R
2: Secur ity
3: L oose Source R outing
7: R ecord  R oute
9: S tr ic t So urce R outing
4: Inter net T im e S tam p

 
 

9.23 Copy:  

9.23.1 1: routers should copy the option in all fragments 

9.23.2 0: routers should copy the option in the first fragment and not in all fragments  

9.24 Option Class 

9.24.1 0: Network or datagram control 

9.24.2 1: Reserved for future use 

9.24.3 2: Debugging and mediation  

9.24.4 3: Reserved for future use 
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Option Class Option Number  Length Description 

0 0 - End of the options list.  Used if options do not finish at the end of the header 

0 1 - No operation.  Used to align octets in a list of options 

0 2 11 Security and handling restrictions.  Military applications 

0 3 Var No strict source routing.  Used for datagram routing by a specific path 

0 7 Var Route recording.  Used to record the path of a route 

0 8 4 Flow identifier. 

0 9 Var Strict source routing.  Used to establish the route of a datagram in a specific path

2 4 Var Internet time stamp. Used to record time stamps throughout a  route 

 

9.25 The most important options are the routing and Internet time stamp because they make it 
possible to monitor and control how the network handles datagram routes.  The route recording option 
allows the source to create an IP address list and arrange for each router that handles the datagram to add 
its own address, in which case, the Option field would be formatted as follows: 

 
0                         7 8                        15 16                      23 24                      31 

Code (7) Length (Bytes) Pointer  

First IP Address 

Second IP Address 

… 

 

9.26 The Pointer field determines the next available slot in which the router can enter its IP 
address, but before it can do so it must compare the (stated) length value with the pointer value to see that 
there is enough “space.”  Only then will it enter its address and raise the pointer value; otherwise, it will 
send the datagram without including itself.    

IP Addresses 

9.27 Each host has as many IP addresses as it has network connection points. There are two 
kinds of network addressing systems: 

9.27.1 Classless:  Permits full use of the complete range of addresses, without any bit 
reservation for identifying different categories or classes. 

9.27.2 Classfull: Original system (RFC 791) for segmenting 32-bit addresses into specific 
classes, in which the network number and the host number are identified. 
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9.28 Network numbers are assigned by the NIC (Network Information Center) to avoid 
conflicts. RFC 1597 assigns several addresses for use in private networks. There are protocols (NAT) for 
translating private addresses (unrecorded) into public ones and vice versa. 

 

Address Class Initial Address Final Address 

A 10.0.0.0 10.255.255.2555 

B 172.16.0.0 172.31.255.255 

C 192.168.0.0 192.168.255.255 

Special values 

9.29 If a machine receives a packet whose Net ID field of the destination address is equal to 
zero and the Host ID field of the destination address corresponds to its address, the receiver interprets the 
Net ID field as being this network.  This address is used during the starting process –in other words, it 
allows a machine to communicate temporarily and once it has “learned” its correct network and IP 
address, it will again use the Net ID field = 0.   

9.30 If a machine receives a packet whose Host ID field of the destination address is all ones, 
then the receiver interprets the Net ID field as being this network.   

9.31 The Net ID network address=127 is reserved for the LOOPBACK function--in other 
words, it is a troubleshooting address for determining whether the TCP/IP protocol stack configured in 
the terminal operates correctly (ping 127.0.0.1). 

Subaddressing (Subnetting: RFC950) 

9.32 IP networks can be divided into smaller networks called subnets.  This procedure offers 
the administrator several benefits, including flexibility, efficient use of network addresses and the 
capacity to contain broadcast traffic (the broadcast does not cross the router). Subnets are locally managed 
and the organization is viewed as a single network by the rest of the world, which is unaware of the 
details of its internal structure.    
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9.33 One network address can be divided into several subnets.  For example, 172.16.1.0, 
176.16.2.0, 176.16.3.0, 172.16.4.0, etc., are all subnets within the network 172.16.0.0 (only zeros in the 
host number portion of an address denotes the entire network).   

9.34 A subnet address is created by “stealing” bits of the host field to assign them to the subnet 
field.  The number of “stolen” bits can vary and is specified in the mask.   

9.35 In an organization whose IP addresses are not divided into subnets, any address within it 
will be routed according to its Net ID value.  In the case of the address 180.15.0.0, for example, all 
packets will be routed based on 180.15 (this is a benefit for the size of routing tables). The drawback is 
that individual segments cannot be distinguished within the organization, resulting in low network 
performance, because all terminals “would see” the network broadcast.   

FDDI

180.15.1.0

180.15.4.0

180.15.3.0

180.15.2.0

 
9.36 The subaddressing/subnetting/subnetwork concept contributes to more efficient 
performance because externally all packets addressed to the organization will be routed in the same way, 
while subnets within the organization would restrict traffic to other segments.   

9.37 In the example, the network address 180.15.0.0 was divided into 4 subnets: 180.15.1.0, 
180.15.2.0, 180.15.3.0 and 180.15.4.0--in other words, in the address 180.15.1.0, 180.15 is the network 
address, 1 is the subnetwork address and the last field is the subnetwork terminal address.  From the 
viewpoint of the address, a subnetwork is an extension of the network number.  Network administrators 
will size the subnetwork according to the requirements.   

 
 Network Host 

IP Address 180 15 0 0 

 Network Host 

Default Mask 255 255 0 0 

 Network Subnetwork Host 

Mask 255 255 255 0 

 

9.38 The devices use a “subnetwork mask” to determine the part of the ID address dedicated to 
the subnetwork.  The “mask” size is 32 bits, in groups of 8s as shown in the figure.   
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9.39 The mask is calculated as follows: both the network and subnetwork fields should consist 
only of 1’s and the host of 0’s--in other words, the subnetwork mask indicates those bits of the host ID 
field used to identify the subnetwork. 

ARP (Address Resolution Protocol – RFC826) 

9.40 The ARP protocol makes it possible to map the physical address of the network card with 
the host’s IP logical address in order to route within a subnetwork (LAN segment) in accordance with the 
IP address.  To accomplish this, it must establish an unequivocal relationship between the network 
physical address (MAC address) and the IP logical address of the terminal to be communicated with.   

129.1.1.1129.1.1.1 129.1.1.2129.1.1.2 129.1.1.3129.1.1.3 129.1.1.4129.1.1.4

Here, D is my MAC addressHere, D is my MAC address

This is me!This is me!

This isThis is
not minenot mine

RequestRequest
ignoredignored

ARP 
request 

Attention all!:Attention all!:
I need the MAC address of station 129.1.1.4I need the MAC address of station 129.1.1.4

ARP Reply ARP Reply 
acceptedaccepted

This isThis is
not minenot mine

RequestRequest
ignoredignored

Updates ARP cache
129.1.1.4 --> D

Updates ARP cache
129.1.1.1 --> A

CCAA BB DD

 
9.41 The figure below illustrates the ARP packet format: 

DA SA TF CRCData

Logical address of the destination station
Hardware address of the destination station

Logical address of the source station
Hardware address of thesource station

Operation - OPCODE= (Request/Reply)
Address lengthHeader length

Type of protocol
Type of hardware

 
9.41.1 Type of Hardware: indicates the LAN IEEE802 protocol and also other types of networks. 

9.41.2 Type of Protocol: states the TCP/IP 

9.41.3 Header length: determines the length of the header protocol 

9.41.4 Length of the logical address: indicates the length of the logical address 

9.41.5 Operation: indicates whether it is a question or a reply 

9.41.6 Logical address of the transmitting host: indicates the logical address of the 
transmitting host  

9.41.7 Physical address of the transmitting host: physical address of the transmitting host 

9.41.8 Physical address of the receiving host: physical address of the destination host 
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9.41.9 Logical address of the receiving host: indicates the logical address of the destination 
host  

9.41.10 TF (Type Field): determines the type of data within the packet: TCP, Apple Talk, XNS 

NOTE: 

ARP does not run on IP and therefore has no IP header. 

ARP requests are transmitted on broadcast. 

The new EtherType defines 0x0806 for ARP requests and replies. 

ARP replies are sent directly to the ARP requesting station (unicast, not broadcast). 

ARP tables generally limit the validity of entries (age out). 

 

Interface: 168.226.1.203 

  Internet Address      Physical Address         Type 

  168.226.1.1               00-00-0c-03-21-7a         dynamic 

  168.226.1.6                00-e0-8f-d7-b3-ff          dynamic 

  168.226.1.43              00-04-00-10-97-cc        dynamic 

  168.226.1.44              08-00-09-57-53-1e       dynamic 

1100..  TTCCPP1122  

10.1 TCP (Transmission Control Protocol) was especially designed to provide a reliable 
byte flow from end-to-end, on an unreliable internet. An internetwork differs from a single network 
because different parts of it have extremely different topologies, bandwidths, delays, packet sizes and 
other parameters.   

10.2 Each machine that supports TCP must have a TCP transport entity in the form of either a 
user process or part of the kernel that manages TCP flows and interfaces to the IP layer.   

10.3 A TCP entity accepts local process data flows, fragments them into units no larger than 
64 Kbytes (in practice some 1500 bytes), and sends each part as an independent IP datagram.  When IP 
datagrams containing TCP data reach a machine, they are delivered to the TCP entity, which reconstructs 
the original byte flow.  

10.4 The IP layer does not guarantee appropriate datagram delivery.  For that reason, the TCP 
is responsible for implementing the necessary mechanisms to retransmit, order, recognize, time, etc. the 
segments in order to make the transmission reliable.   

                                                            
12 There are approximately 7 TCP RFCs, the most important being RFC 793; RFC1122: updating of the former (793); RFC 813: window 
management; RFC 816: isolation and recovery failures, and others.  The RFCs can be consulted in WWW.IETF.ORG 
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10.5 TCP does not support multicasting or broadcasting. 

Source Port

Sequence Num ber

S
Y
N

Recognition Num ber

Options (Variable – can be 0)

Destination Port

Reserved
F
I
N

8 16 24 32

Data (Optional and Variable)

HLEN W indow size
R
S
T

P
S
H

A
C
K

U
R
G

Checksum Urgent pointer

 

Source and destination ports 

10.6 The source and destination ports: Identify the connection end points. Each host can 
decide how to assign its own ports, starting at 1024. A port plus the host IP address form a unique 48-bit 
TSAP (Transport Service Access Point), also called a socket. The pair of source and destination socket 
numbers identifies the connection.  

 
TSAP Socket        = IP Address       + Port Number 

[48 bits]           = [32 bits]    [16 bits] 

 

10.7 Ports numbering from 0 to 1023 are called well-known ports and are reserved for 
standard services (for example, to use FTP services, a connection with source port 21 is usually requested 
in order to contact the FTP process; Telnet similarly uses port 23). The list of well-known ports can be 
obtained at RFC 1700. 

Sequence Number  

10.8 Sequence Number and Recognition: The numbers of segments being transmitted and 
received, which implement the usual connection procedure with recognition.   

Header length  

10.9 HLEN (Header Length): States the TCP header length in 32-bit units, since the options 
field has a variable length. Technically, the field indicates the start of the data within the segment (4 bits). 
Then comes an unused 6-bit field. 

Flags 

10.10 6 1-bit flags follow. 

10.10.1 URG: Activated to 1 when the urgent pointer is in use.  The urgent pointer is used to 
denote the displacement in bytes from the current sequence number where the urgent data are found.   
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10.10.2 ACK: Activated to 1 when the recognition number is valid.  If the ACK value is 0, the 
Recognition Number field is ignored.  

10.10.3 PSH: Way of indicating to the receiver that it should immediately deliver the data to the 
application layer, without any storage whatsoever (data are generally placed in a buffer to optimize their 
transfer to the upper layer). 

10.10.4 RST: This flag is used to reset a connection that has become confused for some reason.   
It is also employed to reject an invalid segment or a connection attempt.  Generally, segments with 
RST=1 represent a problem to be solved.   

10.10.5 SYN: This flag is activated to establish connections. The connection request bears 
SYN=1 and ACK=0 to indicate that the piggyback field is not in use.  The connection response supports 
recognition and for that reason bears SYN=1 and ACK=1. The SYN bit is essentially used as a 
Connection Request and Connection Acceptance (the ACK bit is used to distinguish between these two 
possibilities). 

10.10.6 FIN:  Used to terminate a connection.  Specifies that the sender has no more data to 
transmit.  In any case, after a connection is closed, a process can continue to receive data indefinitely.   
Both the SYN and the FIN segments have sequence numbers to guarantee processing in the correct order.   

Window value 

10.11 Window Size: Used to implement flow control through a variable-size sliding window.  
Specifies how many bytes can be sent after the recognition byte.  A window size = 0 indicates that all 
bytes up to the Recognition Number -1 have been correctly received, but that no further data may be 
received for the moment. 

Check Code 

10.12 Checksum: Complete segment (including the pseudo header) error control.  The pseudo 
header contains the IP addresses of the source and destination machines, the TCP protocol number (=6) 
and the computed number of bytes in the TCP segment, including the header. Inclusion of the TCP 
pseudo header in the checksum helps detect packets sent erroneously, but violates the protocol hierarchy 
because IP addresses belong to the IP, not the TCP, layer. 

Options 

10.13 This field was designed to provide a way to add facilities not covered in the regular 
header.  The most important option permits each host to specify the maximum TCP segment load it is 
willing to accept.  During the connection process, each host announces its maximum and analyzes that of 
its counterpart:  the smallest wins! (if this option is not used, the assumed value is 536 bytes; for that 
reason, all Internet hosts must support TCP segments of 536+20=556 bytes). 

10.14 Another important option is the negotiation of a window factor proposed in RFC 1323, 
which makes it possible to shift the Window Size field up to 16 bits to the left.  A 64-Kbyte Window can 
be a problem for links with large bandwidths or delays, or both, (considering that an E3 line takes some 
15 milliseconds to deplete a complete 64-Kbyte window and that the 2-way delay in transcontinental fibre 
is about 50 milliseconds.  The sender would be left waiting for recognition 70% of the time.) 

10.15 RFC 1106 proposes the use of selective relay (NAK), instead of the "fall back to N" 
protocol. 
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TCP Connection Management 

10.16 TCP connections are established via a three-way handshake. 

10.17 Before the establishment request, one side, the server, passively awaits the connection 
request, executing the primitive LISTEN and ACCEPT, whether or not indicating a specific source. 

10.18 The other side, the client, executives a primitive CONNECT, specifying the IP address 
and the port to which it desires connection, the maximum TCP segment size it is willing to accept and, 
optionally, some user data (password). 

HOST 1 HOST 2

SYN (SEQ=x)

SYN (SEQ=y, ACK=x+1)

(SEQ=x+1, ACK=y+1)

HOST A HOST B HOST C
Source port=3000
Destination port=25
SMTP + IP

Source port=3001
Destination port=25
SMTP + IP Source port=3000

Destination port=25
SMTP + IP

 
10.19 The primitive CONNECT sends a TCP segment with the SYN bit activated and the ACK 
bit deactivated, and awaits a reply.  When the segment reaches its destination, the TCP entity checks to 
see whether any process is executing a LISTEN at the indicated port in the Destination Port field.  If not, 
it sends a reply with the RST bit=1 to reject the connection. 

10.20 If any process is “listening” at that port, the TCP segment is delivered to it.  It may accept 
or reject the connection.  If it accepts it, it returns a recognition segment (SYN=1, ACK=1). 

10.21 Although TCP connections are full-duplex, in order to fully understand the termination 
process, it is better to envisage them as a pair of simplex connections. Each simplex connection is 
terminated independently of its counterpart.  To accomplish this, each part can send a TCP segment with 
the FIN bit activated, meaning that there are no more data to be transmitted.   When that segment is 
recognized, it means that that transfer address has been closed to the sending of data, although the transfer 
can continue indefinitely in the other direction.    
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1111..  IICCMMPP  

11.1 Since there is no provision by IP for status control and error management, ICMP (Error 
and control messages) is the protocol that handles this for IP. 

11.2 These messages are interpreted by the Internet Protocol in each piece of network 
equipment (host/routers). 

11.3 Technically speaking, the protocol is an error reporting mechanism--in other words, it 
permits the equipment to send a message to the original source each time an error is found, but does not 
specify the action to be taken in the case of a certain error.  

11.4 The only datagrams that do not generate error messages are those that bear error 
messages--in other words, if there is congestion, error messages are sent that could lead to more 
congestion, but in this latter case no ICMP messages will be generated, therefore avoiding messages 
about messages.   

DADA SASA TFTF CRCCRCIP HeaderIP Header ICMP HEADER AND DATAICMP HEADER AND DATA

Type(8) Code(8)

Checksum(16)

Parameters (they may not exist)

ICMP data (variable)

Possible functions
within the type (if
only 1function
=> 0 exists)

 
 

11.5 ICMP does not use a transport layer--it runs directly over IP--and consequently it is not 
reliable (there will be no ICMP error messages for an ICMP message).  It is not the intent of ICMP to turn 
IP into a reliable protocol; it only seeks to report errors and provide feedback under specific conditions.   

11.6 The Type field identifies the ICMP datagram and the Code field provides additional 
granularity.  

Type (8 bits): indicates the type of message: 

0: Echo reply 

3: Destination unreachable 

4: Origin reduction 

5: Redirect (change route) 

8: Echo request 

11: Packet time exceeded   

12: Packet parameter problems 

13: Timestamp request 

14: Timestamp reply 
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15: Information request 

16: Information reply 

17: Address mask request 

18: Address mask reply 

11.7 The code field indicates possible functions within each type (if there is only one function, 
its value is 0). 

Code (8 bit): provides more information about the type of message 

0: Network inaccessible 

1: Host unreachable 

2: Protocol unreachable 

3: Port unreachable  

4: DF configuration and fragmentation required 

5: Source route failed 

6: Destination network unknown 

7: Destination host unknown 

8: Source host isolated 

9: Communication with destination network administratively prohibited 

10: Communication with destination host administratively prohibited 

11: Network inaccessible by service type 

12: Host inaccessible by service type 

11.8 Type 3, for example, indicates that the host is unreachable, but a code 1 provides a more 
specific reply, indicating that the destination host, and not the port, is unreachable (this could mean that 
although the network was reached, no host replied to the ARP REQUEST. 

11.9 The checksum computes the ICMP message complement as "1". The header and the first 
64 bits of user data of the datagram that motivated the message are transported in the data.   

ICMP PING 

11.10 The PING is one of the most common ICMP uses. 

11.11 PING is used as a test and debugging tool 

11.12 PING is an ICMP message that tries to locate other Internet stations in order to check 
whether they are active or whether a path has been enabled.   
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192.1.1.2

192.1.2.1192.1.2.2

PING 192.1.1.2

Echo request

Echo reply

Network 192.1.1.0

Network 192.1.2.0

192.1.1.1

 

1122..  SSWWIITTCCHHIINNGG  AANNDD  RROOUUTTIINNGG  

12.1 There are differences between and confusion over the strict application of the concepts of 
bridging, switching and routing and their practical implementation. 

Layer 2 switching  

12.2 Layer 2 switching uses the MAC addresses of the Ethernet interface cards (NIC) to filter 
network traffic and is based on hardware (ASIC). Bridges and switches perform the switching function.  
As there are no modifications in the frame during the switching process (unless bridging between 
heterogeneous networks like Ethernet and FDDI, for example), the operation is very efficient (low cost, 
high speed and low latency). 

12.3 Layer 2 switches have the same limitations as bridges (they are essentially adapted to 
local 80/20 traffic patterns).  Furthermore, although they segment collision domains, they cannot break 
the bc domains and can cause performance problems and limitations in network size. The main drawbacks 
switches represent for large network growth are the bc and mc and slow STP (spanning tree protocol) 
convergence.    

Bridging 

12.4 Bridging is fully analogous with switching. The difference in application stems from the 
high density of switch ports as compared with those of bridges (a switch is like a bridge with multiple 
ports).   

Routing 

12.5 Routers segment not only collision domains, but also broadcast domains.  They provide 
optimum path determination because routers examine each packet that enters their interfaces, sending the 
information only to the known destination network (if the router does not know the destination network, 
the packet is discarded). Thorough packet inspection is used to control traffic and implement security 
policies. Routing is done based on Layer 3 (typically IP) logical addresses.   
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Layer 3 switching 

12.6 Layer 3 switching is functionally similar to routing in all its effects and scope, differing 
only in the way it is implemented in the devices.  It is a forwarding of packets based completely on ASIC 
hardware.  

Layer 4 switching 

12.7 Layer 4 switching is a technology similar to that of layer 3, into which routing functions 
relating to the applications (telnet, FTP, etc.) have been incorporated.  In other words, the packet 
application ports are taken into consideration in routing decisions.   

12.8 The main advantage of layer 4 switching is the possibility of implementing application- 
and user-based quality of service (QOS). 

Multi-layer switching  

12.9 Multi-layer switching combines the technologies of layers 2, 3 and 4 with characteristics 
of great scalability and reduced latency. 

12.10 A multi-layer switch can make switching and routing decisions based on: 

12.10.1 (MAC) frame source and destination addresses. 

12.10.2  (IP) packet source and destination addresses. 

12.10.3 The IP packet protocol field. 

12.10.4 The segment source and destination ports (TCP or UDP). 
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AAppppeennddiixx  22--  DDeessccrriippttiioonn  ooff  aa  rroouutteerr  

DESCRIPTION, COMPONENTS AND BASIC OPERATIONS 

 

ROUTER DESCRIPTION 

 

INTERNAL CONFIGURATION COMPONENTS 

 

BASIC CONFIGURATION 

 

ROUTER MODES 

 

CONFIGURATIONS 

 

PASSWORDS 

 

 ROUTER INITIALIZATION 

 

 IP ROUTING  CONFIGURATION  
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11..  DDEESSCCRRIIPPTTIIOONN  OOFF  AA  RROOUUTTEERR  

1.1 In order to describe the components of a router, we will take as an example the Cisco 
1751 model router in the 1700 series. 

Description of the basic components 

1.2 Cisco 1700 series routers provide flexibility, security and functionality for small and 
medium-sized businesses, at the rate networks evolve.   

1.3 See the Cisco 1700 series data sheet to supplement this information.1 

 

 

 

 

 

 

 

 

 

 

 

1.4 Cisco 1700 series routers connect small businesses with various LAN Ethernets to several 
WANs through Integrated Services Digital Network (ISDN) synchronous and asynchronous connections. 

1.5 The 1751 model is a modular router (it offers three slots in which to insert different 
interface modules).  The location of the three slots can be seen in the figure above.   

1.6 The figure shows the back of the router.  Two of the slots are occupied by FXS voice 
interfaces.   

1.6.1 1 Kensington block slot. 

1.6.2 2 WIC or VIC card slot (SLOT 1) —Supports a Cisco WIC/VIC card. 

1.6.3 3 Console port (blue). 

1.6.4 4 VIC card spot (SLOT 2) —Supports a Cisco VIC card. 

1.6.5 5 Power switch.  

1.6.6 6 Power plug.  

1.6.7 7 Slot 2 status LED —On (green) when the VIC is inserted and operating properly. 

                                                            
1 The 1700 replaced the 1600 series, for which EOS (end of sales) and EOL (end of life) were declared. 

Slot 0

Slot 1 Slot 2 (only VIC)
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1.6.8 8 MOD status LED—On (green) when the VPN encryption module (hardware) is 
installed and recognized by the IOS. 

 

 

 

 

 

 

 

 

 

 

1.6.9 9 PVDM status LED —On (green) when the PVDM module (internal hardware) is 
installed and recognized by the IOS. 

1.6.10 10 Ground screw. 

1.6.11 11 AUX port (black). 

1.6.12 12 10/100 ETHERNET port (yellow) —Connects to the local Ethernet network.  Speed 
and duplex self-sensing. 

1.6.13 13 Ethernet interface LEDs: 

1.6.13.1 FDX—ON indicates the port is operating in full-duplex mode (OFF: in half-duplex 
mode). 

1.6.13.2 100—ON indicates the port is operating at 100 Mbps (OFF: at 10 Mbps). 

1.6.13.3 LINK—ON when the Ethernet link is active. 

1.6.14 14 WIC or VIC card slot (SLOT 0) —Supports a Cisco WIC/VIC card. 

1.6.15 15 Slot 0 status LED—On (green) when the WIC or VIC card is inserted and operating 
properly. 

1.6.16 16 Slot 1 status LED—On (green) when the WIC or VIC card is inserted and operating 
properly. 

Router interfaces and connections 

1.7 A router needs configuration in order to be able to operate within a network.  Once it has 
been configured, network administrators will need to check the status of several of its components. 

Console and Auxiliary Ports 

1.8 All routers have a console port used to accede to the device directly from a terminal or a 
PC with terminal emulation.  This port is frequently an RJ-45 interface called a “Console”. 

1 2 3 4 5

68 7910111213141516
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1.9 Cisco provides the necessary cables with the following pin-outs: 

ROUTER ROLLOVER RJ-45 to DB9 

SIGNAL CONSOLE AUXILIARY RJ-45 RJ-45 RJ-45 DB9 SIGNAL 

RTS NO 1 (out) 1 8 8 8 CTS 

DTR 2 (out) 2 (out) 2 7 7 6 DSR 

TxD 3 (out) 3 (out) 3 6 6 2 RxD 

SG 4 4 4 5 5 5 SG 

SG 5 5 5 4 4 5 SG 

RxD 6 (in) 6 (in) 6 3 3 3 TxD 

DSR 7 (in) 7 (in) 7 2 2 4 DTR 

CTS NO 8 (in) 8 1 1 7 RTS 

 

1.10 After establishing the physical connection from the terminal or a PC to the console port, 
the terminal must be properly configured to make communication with the device possible.    

1.11 The router is then turned on and the boot banner will appear.  The auxiliary port can be 
used to connect a modem, allowing for off band management if the other connections are lost.  Both ports 
support asynchronous TTY lines.   

Interfaces 

1.12 They are the connections to the network through which packets enter and leave the router.  
Cisco supports a wide variety of interfaces, including Ethernet, Token Ring and serial interfaces. Some of 
the most common router interfaces are serial (for connection to WAN links) and LAN (like Ethernet, 
Token Ring and FDDI). 

22..  IINNTTEERRNNAALL  CCOONNFFIIGGUURRAATTIIOONN  CCOOMMPPOONNEENNTTSS  

2.1 The router internal architecture (a router is a computer and, as such, has hardware 
elements similar to those of a conventional computer) supports components that play a very important 
role during the boot process.  These components are: 

2.1.1 Processor (CPU)  

2.1.2 Different types of memory for storing information 

2.1.3 An operating system that provides the operational functions 

2.1.4 Several ports and interfaces to connect it to peripheral devices, or permit communication 
with other computers 
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RAM NVRAM FLASH ROM

InterfacesAuxiliary
Console

 

Router elements 

2.2 Router hardware components include: memory, processor, interfaces and lines. 

Memories 

2.3 There are basically 4 different types of memories: 

2.3.1 RAM/DRAM 

2.3.2 NVRAM 

2.3.3 FLASH 

2.3.4 ROM 

2.4 RAM/DRAM: This is the main storage component for all router operations.  It is called a 
working memory and contains information about the dynamic elements. Part of the IOS is also 
decompressed in the RAM. When the router is turned on, a bootstrap program is executed from the ROM 
memory.  The program makes some checks and then loads the Cisco IOS software in the memory.  The 
command processor, or EXEC, is part of the Cisco IOS software. EXEC receives and executes commands 
entered from the keyboard. 

2.5 The router also stores an active configuration file, tables of network maps and routing 
addresses.  If a version of this file is stored in the NVRAM, the stored file is reached and loaded in the 
main memory each time the router is started. The configuration file contains global, process and interface 
information that directly affects router operation and interface ports.   

2.6 The operating system image cannot be seen on the terminal screen.  This image is 
generally executed from the main RAM and loaded from one of several input sources.  The operating 
software is organized into “routines” that manage tasks associated with the different protocols, data 
movement, table management, buffers, routing updates and user command execution.    
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IOS
Internetwork Operating System

Command
executor

PROGRAMS
Active

Configuration
Files

Tables Buffers

Program that converts
keyboard entries into
appropriate commands
for the router

The functions and parameters
programmed for the router.

•Routing tables
•ARP input

The boot program
executes: 

 
2.7 NVRAM: This component is the non-volatile RAM (a special type of RAM that is not 
erased during the router reboot process) that contains a configuration backup copy.  If power fails or the 
router is turned off, the configuration backup copy will enable the router to return to its operating 
conditions without any need for reconfiguration.   

2.8 The router startup configuration file is stored in the NVRAM by default. When the router 
leaves the factory, it has no configuration file. This is the first file that is created during the configuration 
process.  It also stores the virtual configuration register.   

2.9 The NVRAM stores all of the router configuration information defined by the user, 
including, among other things: the host name for the router, the routing tables, the protocol 
configurations, the cache configurations, and the virtual configuration register. 

2.10 FLASH:  This component is a special class of programmable memory (like a ROM, but 
erasable and programmable, an INTEL EEPROM). Typically, the Flash memory cannot be modified 
during normal router operations, but can be updated or erased when necessary.  The contents of the Flash 
memory are kept even after the router is rebooted.   

2.11 This memory normally contains a copy of the IOS (Cisco Internetwork Operating 
System) software.  The Flash memory has a structure that permits multiple copies of the IOS to be stored, 
making it possible to load new levels of the operating system into each network routers and then, at an 
appropriate time, to update the entire network to the new level.   

2.12 The Flash memory contains the working copy of the current IOS software and is the 
component that initializes the IOS for normal router operations. 

2.13 ROM: The Read-only memory stores the bootstrap program for the basic startup of the 
router hardware and the POST (power-on self test) programs that are used to check the basic workability 
of the hardware and determine the presence of interfaces.   

2.14 ROM also contains the ROM MONITOR, a monitor boot program that can be used by 
the administrator to recover the system in the event of a boot failure.  In some routers, the ROM contains 
a small version of the Cisco IOS software as an emergency backup.  Series 7000 and 7500 Cisco routers 
have a complete version of the IOS in ROM.    
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2.15 In ROM monitor mode, the prompt symbol is the sign for greater  (>). 

2.16 Another ROM component is the Mini-IOS--called RXBOOT or bootloader--a small 
version of IOS that can be used to activate an interface and load a complete IOS in the FLASH memory, 
as well as to carry out other maintenance operations (it is like a fail-proof startup). 

2.17 ROM components cannot be modified during normal router operations, but can be 
updated through special plug-in chips. ROM contents are kept even if rebooted. 

Configuration sources 

2.18 The router can be configured from different locations: 

2.18.1 At the moment of initial installation, it is configured from the console terminal.  The 
console terminal is a computer connected to the router through the console port.  It can be connected by 
means of a modem using the auxiliary port. Once installed in the network, it can be configured from 
virtual terminals 0 to 4.  

2.18.2 Files can also be downloaded from a network TFTP server or managed through a 
centralized management application.   

Network

TFTP Server

VTY 0 4

Network
Administration

station

InterfacesConsole
Port

Auxiliary
Port

Modem

Modem

 
2.19 The following figure illustrates the different modes of access to the router.  For normal 
router traffic (Ethernet, serial, TR, etc.), access can be obtained to the virtual terminals (vty) from any of 
the interfaces. 

vty 4
vty 3
vty 2
vty 1
vty 0

Auxiliary

Console

 
2.19.1 The Console and Auxiliary ports are physically accessible through connectors (EIA-232). 

2.19.2 The so-called VTYx (x= 0, 1, 2, 3 and 4) ports are virtual and do not exist physically.  
They are accessed from interfaces that handle normal router traffic (Ethernet, Serial, TR, ISDN, ATM, 
etc.), via the Telnet protocol. In other words, it is necessary to activate the IP protocol.   
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33..  BBAASSIICC  CCOONNFFIIGGUURRAATTIIOONN    

3.1 One way to gain an understanding of how Internet operates is by configuring a router.  
Routers are complex devices that can have a variety of possible configurations.   

3.2 After testing the hardware and loading the Cisco IOS system image, the router finds and 
applies configuration instructions.  These inputs give the router details about specific attributes for the 
router, protocol functions and interface addresses.   

3.3 If the router is in a starting situation in which it cannot locate a valid startup-config file, 
it will enter an initial configuration mode called setup mode. 

SETUP MODE 

3.4 The setup mode is the initial configuration routine. Its main purpose is to rapidly 
originate a minimum configuration for any router that cannot find its configuration elsewhere.   

3.5 The setup does not aspire to enter complex protocol characteristics in the router.  It is 
used only for minimum configuration. The command system configuration dialogue questions in setup 
mode are easily answered, because only basic configuration information is requested.  The answers permit 
the router to use a sufficient configuration, but with minimum characteristics that will include: 

3.5.1 An interface inventory  

3.5.2 An opportunity to enter global parameters  

3.5.3 An opportunity to enter interface parameters  

3.5.4 An information setup review  

3.5.5 The opportunity to indicate whether use of that configuration is desired for the router  

44..  RROOUUTTEERR  MMOODDEESS    

4.1 Regardless of whether access is obtained from the console or through a Telnet session via 
an auxiliary port, the router can be placed in several modes.  Each mode offers different functions:  

ROUTER M ODES 

EX EC user mode
Lim ited exam ina tion

Rem ote Access
Router >

Global configuration mode
Sim ple configuration

com m ands.
Router (config) #

EX EC Privile ged mode
Detailed exam ina tion . Debuggin g.

Testing. F iles. Rem ote
Access Router

SET UP M ode
Dialogue w ith prom pt used to

Es tablish an Initial Bas ic
Configuration .

O ther configuration modes
Com plex configura tions w ith

m ultip le lines.
Router (config-m ode) #

RX BO O T M ode
Recovery from catas trophes.

( IO S erasure or password
loss).
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4.1.1 EXEC user mode: “Look-only” mode in which the user can see certain information 
about the router, but cannot change anything.   

4.1.2 EXEC privileged mode: Supports debugging and testing commands, detailed 
examination of the router, manipulation of configuration files and access to configuration modes.   

4.1.3 Setup mode: Presents a dialogue with interactive prompts in the console that help new 
users create a basic configuration for the first time.  Global configuration mode - Implements powerful 
on-line commands that carry out simple configuration tasks. Other configuration modes – Provide more 
complex multi-line configurations. 

4.1.4 RXBOOT mode: Maintenance mode that can be used to recover lost passwords, among 
other things. 

4.1.5 EXEC modes: EXEC interprets the commands that have been entered and carries 
out the corresponding operations. 

 

55..  CCOONNFFIIGGUURRAATTIIOONNSS  

5.1 The configuration of network devices determines the behavior of the entire network. 

5.2 Careful device configuration administration should be sought: configurations must be 
backed up, maintained, and stored in network servers for shared access and the necessary software must 
be installed and updated. 

Router identification  

5.3 One of the first basic tasks is to give the router a name. 

Banners 

5.4 Routers provide support for different types of banners that will show information or 
warnings to different users under given circumstances.   

5.4.1 Message of the day (motd) 

5.4.2 Line 

5.4.3 Incoming 

5.4.4 Login 

EXEC Banner:  

5.5 The line activation (exec) banner is shown when an EXEC process (such as a line 
activation or an incoming connection in a VTY) takes place.   

Banner Incoming 

5.6 The banner incoming is shown in terminals connected to reverse Telnet lines. This mode 
is very practical for giving users information.   
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Banner Login  

5.7 Shown in all connected terminals following the banner MOTD and before the login 
prompt.  The command activates or deactivates the banner in all lines.   

66..  PPAASSSSWWOORRDDSS  

6.1 Routers require the configuration of passwords to protect four accesses: 

6.1.1 Privileged EXEC (ENABLE) 

6.1.2 Console (CONSOLE) 

6.1.3 Auxiliary line (AUX) 

6.1.4 Virtual terminals (VTY) 

6.2 Unless the router is configured to reference an external authentication server, the 
passwords will be stored (in explicit or coded form, depending upon the security environment) in the 
router configuration file.   

Password encryption 

6.3 Cisco offers a password encryption service like those that are usually explicitly present in 
the configuration file (except “enable secret”).  

6.4 Once the command has been entered, each password that is configured will be stored in 
coded form and cannot be recovered without a password cracking program (very simple and widely 
available). 

6.5 Cisco uses the MD5 algorithm (there is no known way to reverse this algorithm) to code 
the “enable secret”. If the “enable secret” is used, it will not be possible to apply normal password 
recovery techniques (except through brute force), which depend upon visualizing the password in explicit 
form in the configuration file, making its resetting necessary.    

77..  RROOUUTTEERR  SSTTAATTUUSS  CCOOMMMMAANNDDSS  

7.1 The figure below illustrates the router status commands: 

IOS RAM

Program s Active
Configuration

file

Tables
and

buffers

Backup 
Configuration

file
Operating
system s

I
N
T
E
R
F
A
C
E
S

Router# show version Router# show flash Router# show interfaces

Router# show processes
Router# show protocols

Router# show running-config

Router# show mem
Router# show stacks
Router# show buffers

Router# show startup-config

NVRAM Flash
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7.1.1 show version: Displays the system hardware configuration, the software version, the 
names and origins of the configuration files and the startup images.   

7.1.2 show processes: Displays information about the active processes. 

7.1.3 show protocols: Displays the configured protocols.  This command shows the status of 
any network layer 3 protocol that has been configured.   

7.1.4 show mem: Shows statistical data about the router memory, including statistical data 
about the free memory pools.    

7.1.5 show stacks: Monitors the stack usage of processes and interrupt routines and shows the 
reason for the latest system reboot. 

7.1.6 show buffers: Provides statistical data about the network server buffer pools.   

7.1.7 show flash: Shows information about the flash memory device.   

7.1.8 show running-config: Shows the active running configuration file. 

7.1.9 show startup-config: Shows the backup copy of the configuration file. 

7.1.10 show interfaces: Shows statistical data about all of the interfaces configured in the 
router.  

7.2 Show running-config and show startup-config commands: These are perhaps the most 
used Cisco IOS software EXEC commands because they allow the administrator to see the current or 
running router configuration or the size of the images and the startup configuration commands the router 
will use the next time it is put into operation.    

7.3 Show serial interface command: This command displays in real time the configurable 
parameters and statistics for the interface series.   

7.4 Show version command: Shows information about the Cisco IOS version being used by 
the router. 

7.5 Show protocols command: This command shows the overall status and the specific 
status of the interface of any configured Level 3 protocol (for example, IP, DECnet, IPX, and AppleTalk). 

  

88..  RROOUUTTEERR  IINNIITTIIAALLIIZZAATTIIOONN  

Startup Routines 

8.1 IOS software startup routines are designed to start router operations.  The router should 
perform reliably in the connection of user networks, having been configured for that service.  To 
accomplish this, the startup routines should: 

8.1.1 Ensure that all of router hardware has been tested. 

8.1.2 Search the memory and load the IOS software the router uses as its OS.  

8.1.3 Search the memory and apply the router configuration information, including the protocol 
functions and interface addresses.    

8.2 Immediately after startup, the router will make sure its hardware has been tested by 
executing a POST (Power-On-Self-Test). 
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8.3 The POST, which resides in and is executed from the ROM, performs a system self-test, 
during which it diagnoses all of the components.  The presence and basic operation of the CPU, the 
memory and the network interface posts are all checked.   

8.4 After the hardware functions have been checked, the router proceeds to initialize the software.   

• T h e s y s t em s ta r tu p ro u t in e s
in it ia t e th e ro u t e r s o f tw a r e  

• T h e c o m p a t ib il it y ro u t in e s
p r o v id e a s  m a n y s ta r tu ip
a lt e r n a t iv e s a s  n e c e s s a ry .

• R e v ie w h a r d w a re
• F in d a n d lo a d

I O S  s o f tw a r e  im a g e
• F in d a n d a p p ly th e
c o n f ig u r a t io n in f o rm a t io n

 

Configuration
file

IOS 
Operating

System

StartupROM

Flash

TFTP Server

ROM

NVRAM

TFTP Server

Console

• Load Startup

• Locate and load the
Operating System

Locate and load the
configuration file or
start the “setup” mode

RAM

 

99..  IIPP  RROOUUTTIINNGG  CCOONNFFIIGGUURRAATTIIOONN  

Initial IP Routing Table 

9.1 The router initially possesses information about the directly connected networks or 
subnetworks. Each interface must be configured with an IP address and a mask.  IOS software must 
receive this IP address and mask information from some source.   The initial addressing source is the 
person who makes the first configuration. 2 

9.2 Of course, it is possible to start up the router from a zero condition--status lacking 
another source for an initial configuration--in setup mode and to reply to the prompts for basic 
configuration information.   

                                                            
2 The global command “no ip routing” disables IP protocol routing. 
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Route Information  

9.3 Routers learn about routes to destinations in three different ways:  

9.3.1 Static Routes: Manually defined by the system administrator as the only route to the 
destination.  They are useful for controlling security and reducing traffic. 

9.3.2 Default Routes: Manually defined by the system administrator as the route to take when 
there is no known route to the destination.   

9.3.3 Dynamic routing: The router finds out about routes to destinations on receiving periodic 
updates from other routers.   

Static route configuration 

9.4 A static route allows for manual routing table configuration. No dynamic changes will be 
made in a given table entry so long as the route is active and in general reflects a special knowledge of the 
networking situation known to the network administrator.  No routing updates are sent by the links if only 
static routes have been defined, conserving the bandwidth.    

9.5 In the example: 

9.5.1 Assignment of a static route to reach the sole connection 172.16.1.0 network is 
appropriate for router A (ISP) because there is only one way to reach the network of the client.    

9.5.2 Assignment of a static route from router B to undisplayed networks is also possible.  
However, a static route assignment is necessary for each destination network; therefore, a default route 
could be more convenient.   

 
Command Description 

ip route 172.16.1.0 Specifies a static route to a destination subnet. 

255.255.255.0 A subnet mask indicates that there are 8 bits of subnet connection in 
effect.. 

172.16.2.1 The router IP address of the next leap in the route to the destination. 
 

iproute172.16.1.0   255.255.255.0   172.16.2.1

172.16.1.0 172.16.2.1

172.16.2.0

172.16.2.2
172.16.1.0

255.255.255.0

S0

S1

S2
S0 E0

A
B
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Default router configuration 

9.6 When the routing table contains no entry for the destination network, the packet is sent to 
the default network. The routing table must contain the default network.  Default routes keep the routing 
tables short.    

9.7 The default network number must be used when a route is needed and information about 
the destination network is incomplete.   

9.8 The router does not have complete information about all of the destination networks; 
therefore, it can use a default network number to indicate the address to be used for unknown network 
numbers.   

9.9 In the example, default-network 192.168.17.0 defines the class C 192.168.17.0 network 
as a destination route for packets for which no entry has been made in the routing table.    

Router(config)# ip default-network network-number
 

ip default network 
command 

Description 

network-number IP network number or default subnet number. 
 

192.168.17.0

S0

S1

S2
PUBLIC NETWORK

ACME COMPANY

ip default-network 192.168.17.0

 

Introduction to dynamic routing 

Autonomous system 

9.10 In the example above, Router A could need a firewall for routing updates.  The 
administrator in Company X does not want updates from the public network.  Router A could need a 
mechanism for grouping networks that will share the routing strategy of Company X.  One of these 
mechanisms is an autonomous system number. 

9.11 An autonomous system consists of routers administered by one or more operators that 
present a consistent standard for routing towards the outside world.     
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9.12 The Network Information Center (NIC) assigns an exclusive autonomous system number 
to each company.  This autonomous system is a 16-bit number.     

913 A routing protocol like the Cisco Interior Gateway Routing Protocol (IGRP) requires the 
specifying of this exclusive autonomous system number assigned in its configuration.   

Interior or exterior routing protocols 

9.14 Exterior routing protocols are used to communicate between autonomous systems, while 
interior routing protocols are used within a single autonomous system. 

Autonomous System
100

Autonomous System
200

Interior routing protocols
(RIP, IGRP, etc)

Exterior routing
protocol

 

Interior IP routing protocols 

9.15 Routers can use routing protocols--in the Internet layer of the TCP/IP protocol set--by 
applying specific routing algorithms. 

9.16 Some examples of the most common IP routing protocols are: 

9.16.1 RIP: Distance-vector routing protocol.  

9.16.2 IGRP: Cisco distance-vector routing protocol. 

9.16.3 OSPF: Link-state routing protocol. 

9.16.4 Enhanced IGRP (EIGRP): Balanced hybrid routing protocol. 

Dynamic routing configuration tasks 

9.17 As indicated in the figure, it is necessary to select the routing protocol to be used from the 
global configuration mode and then as many network subcommands can be entered as are necessary to 
activate protocol activities in the corresponding networks.   
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Global configuration
•Select routing protocol(s) 
•Specify network(s)

Interface configuration
Check subnet mask/
address

172.30.0.0

172.16.0.0

160.89.0.0

RIP

RIP

IGRP
IGRP
RIP

 

9.18 The figure shows the configuration situation of a router with 3 interfaces and different 
routing protocols. 

9.19 The routing protocol to be activated must be specified through the global command 
“router”.   

1100..  AADDMMIINNIISSTTRRAATTIIOONN  OOFF  TTHHEE  CCOONNFFIIGGUURRAATTIIOONN  EENNVVIIRROONNMMEENNTT  

10.1 As the network grows and evolves, it becomes necessary to maintain control over the 
software and network device files from a centralized site.   

 

RAMNVRAM

Console or
terminal

TFTP Server
(only IP)

•Configure terminal

•Show running-config

•Copy running-config
startup-config

•Copy startup-config
running-config
•config memory

•copy tftp running-config

•copy tftp running-config

•erase startup-config

•show startup-config

•copy tftp
startup-config

•copy tftp startup-config

 

Operation with a TFTP server  

10.2 Device configurations can be stored and downloaded from a TFTP server. 
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Configuration backup 

10.3 A copy of the running configuration can be stored in a TFTP server.  

Configuration retrieval 

10.4 The router can be configured by retrieving the configuration file stored in one of the 
network servers.    

Cisco IOS name conventions 

10.5 Cisco has developed many different images to optimize the way the software operates on 
the different platforms.  These images adjust to the different platforms and the available memory 
resources and reflect the needs of its clients for network devices.  

10.6 Thousands of IOS images and feature sets have accumulated over time. Cisco IOS 
software naming conventions, the meaning of the field name, the contents of the image and other details 
were always subject to change, making it necessary to frequently control the Cisco Connection Online 
(CCO) to obtain up-to-date data.    

10.7 Starting with version 12.3, Cisco has drastically simplified the task of selecting the 
Feature Set, reducing the Feature Set alternatives to 8 (out of a total of 44 that existed for each version 
prior to the 12.3).  

10.8 The table below illustrates the functionality included in each of the 8 IOS software 
packets.   

10.9 As can be seen, IP BASE is the foundation on which the 7 other packets are constructed.  
Thus, for example, if voice is required, we should think of the IP VOICE packet.  

10.10 But, if security functions (Firewall, IDS and VPN) were to be incorporated, as well, then 
the appropriate packet would be ENTERPRISE BASE (which incorporates support for ATM, VoATM 
and MPLS, not required in our case, but which are the consequences of packaging methodology applied 
by Cisco, in which priority has been given to simplicity). 

 

Functionality 

IOS Packaging 

Data Connectivity VoIP and VoFR ATM, VoATM and 
MPLS 

AppleTalk, IPX, 
IBM  Protocols Firewall, IDS, VPN 

IP Base X     

IP Voice X X    

Advanced Security X    X 

Advanced IP Services X   X  

SP Services X X X   
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1111..  AACCCCEESSSS  TTOO  AA  OOTTHHEERR  RROOUUTTEERRSS  

11.1 There are different ways to accede to other routers’ information.  One of these is by using 
the CDP protocol.   

CDP 

11.2 El Cisco Discovery Protocol (CDP) offers a Cisco proprietary tool that gives network 
administrators access to a summary of the configurations of other, directly connected, routers.  CDP runs 
on the data link layer that connects the physical media and the upper layer protocols. As CDP operates at 
the low level, the CDP devices that support different network layer protocols are able to know each other-
-the data link address is similar to the MAC address concept.    

11.3 When a Cisco device executes an initial sequence, CDP enters into operation by default 
and from that point on can automatically discover adjacent Cisco devices that are also using CDP.   

11.4 The devices discovered extend beyond those that have TCP/IP, for CDP discovers the 
Cisco devices that are directly connected, independently of the layer 3 and layer 4 protocols they are 
executing.   

The CDP protocol discovers and shows 
information about directly connected
Cisco devices

TCP/IP AppleTalk
Novell

IPX Others

LANs ATM
Frame
Relay Others

•Upper layer entry
addresses

• Cisco proprietary data
link protocol

• SNAP
Media support

 

Enterprise Base X X X  X 

Enterprise Services X X X X  

Advanced Enterprise 
Services X X X X X 
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CDP Information 

C D P

C D P

R o u t e r A R o u t e r B

R o u t e r C

R o u t e r D

C o n s o l e

 

11.5 The graph shows an example of how CDP offers its benefits to the system administrator. 

11.6 Each router that executes CDP exchanges information about the data of any protocol with 
which it is familiar with its neighbors. 

11.7 The administrator can see the results of this exchange of CDP information on screen in a 
console connected to a router configured to execute the CDP in its interfaces. 

11.8 The network administrator uses a show command to display information about networks 
directly connected to the router.  CDP provides information about each adjacent CDP device.  Included 
among the possible data are: 

11.8.1 Device identifiers: The host name and the domain name (if any) configured in the router, 
for example. 

11.8.2 Address list: One address for each protocol being supported. 

11.8.3 Port identifier: For example, Ethernet 0, Ethernet 1, Serial 0, etc. 

11.8.4 Capacities list: For example, if the device acts like both a source route bridge and a 
router. 

11.8.5 Version: Information like that offered by the locally executed “show version” command.    

11.8.6 Platform: Device hardware platform: Cisco 7000, for example.  

11.9 The bottommost router in the figure is not directly connected to the router of the 
administrator’s console.  As a result, in order to obtain DCP information about this device, the 
administrator would need to make a connection via Telnet with a router directly connected to this target.    

Testing Process 

11.10 The basic test of a network should follow a sequence from one layer of the ISO/OSI 
model to the next.  Each test presented in this section refers to the network operations of a specific layer 
of the OSI model.   
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Application

Presentation

Session

Transport

Network

Data Link

Physical

TELNET

PING
TRACE
SHOW IP ROUTE

SHOW INTERFACE

 

Testing the Application Layer 

11.11 Telnet offers a virtual terminal service, allowing the administrator to use Telnet 
operations to connect with other hosts using TCP/IP (through a client- server application). 

11.12 The purpose of the test is to determine the possibility of acceding to the remote router.  
Successfully using Telnet to connect from the Comodoro router to the other router, Ezeiza, is a basic test 
for checking connectivity and accessibility.    

Applica-
tion

Ezeiza

Comodoro telnet

 
11.13 If we can accede to another, remote, router through Telnet, not only will we verify that a 
TCP/IP application--upper layer application--can reach the remote router, but also that the lower layer 
services also function correctly.   

11.14 If it is possible to communicate via Telnet with one router, but not another, it is likely that 
the Telnet failure is due to a specific address name or one with access permission problems.  These 
problems can be traced to our router or to the router that failed as the Telnet communication target.    

Testing the Network Layer 

11.15 The following tools make it possible to determine the health of the network layer. 
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Ping Command 

11.16 As an aid to diagnose the basic connectivity of the network, many network protocols 
support an echo protocol, which is a test to determine whether protocol packets are being routed correctly. 

COMODORO>ping 180.53.160.2 
 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 180.53.160.2, timeout is 2 seconds: 
.!!!! 
Success rate is 80 percent (4/5), round-trip min/avg/max = 1/3/4 ms 
COMODORO> 

Console

Comodoro

Ezeiza

Tandil

S0
E0

180.53.160.0/24

192.32.16.0/24

E0

S0

 
11.17 The ping command sends a special packet to the destination post and then waits for a 
reply packet from that host.  The results of this echo protocol may help evaluate the reliability of the route 
to the host, delays along the route, whether the host can be reached and whether it is operating.   

11.18 The ping 180.53.160.2 target in the figure replied successfully to four of the five 
datagrams sent to it.  The exclamation marks stand for each successful echo.  If one or more dots (.) were 
to be received instead of those marks, this would mean that the local router application timed out while 
waiting for a packet echo.   

11.19 The EXEC user command ping can be employed to diagnose the basic connectivity of 
the network.  ICMP (Internet Control Message Protocol) is the protocol that uses ping. 

Trace command 

11.20 The trace command is the ideal tool for discovering where the data in your network are 
being sent.  It uses the same protocol as the ping, except that instead of testing the connectivity from end 
to end, the trace command tests each step of the way.   

11.21 This operation can be performed from either of the EXEC levels: user or privileged. 

11.22 The trace command takes advantage of the error messages produced by the routers when 
a packet exceeds its time to live (TTL) value, to send several packets and display the time each packet 
takes to go and return. 

11.23 The benefit of the trace command is that it tells us which is the last router reached along 
the route.  This is called failure isolation.   
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11.24 In the example, the route from Comodoro to Tandil is traced.  The route must cross Azul 
and Bahía along the way.  If one of these routers is not reached, we would see three asterisks (*) instead 
of the router’s name.  The trace command would then continue trying to reach the next step, until stopped 
by an escape operation. 

 

T a nd il
1 8 0 .5 3 .1 6 0.1 1

B a hía
1 8 0 .5 2 .1 6 .2 3

A zu l
1 9 2 .5 0 .1 5.3 5

comodoro>trace azul 
 
Type escape sequence to abort. 
Tracing the route to azul (180 .53.160.11) 
 
  1  azul (192.50.15.35)   4  msec 8 msec   12 msec 
  2  bahia (180 .52.16.23) 6  msec 10  msec  14 m sec 
  3  tandil (180.53 .160.11) 8 msec 14 msec  16 msec 
 
COM ODORO> 

C o m o d o ro

C on so le

 
Show ip route command 

11.25 The router gives us some powerful tools at this point in our search.  We can effectively 
consult the routing table--in other words, the addresses the router uses to determine how to direct the 
traffic through the network.   

Workability of the link 

11.26 While the hardware must make the actual connection between the devices, the software 
consists of the messages exchanged between adjacent devices.  This information is made up of data that 
pass between two interfaces of the connected routers.    

The interface has two components: 
 Physical (hardware) 
 Logical (software). 

Hardware
(Physical Layer)

Data Link
Layer

• Cable
• Connectors
• Interface

•KA Messages
• Control Information
•User Information

LOGICAL PHYSICAL

COMODORO>show interface serial 0 
Serial0 is up, line protocol is up 
  Hardware is HD64570 
  Description: INTERFACE SERIES TOWARDS EZEIZA 
  Internet address is 192.168.12.1/24 
  MTU 1500 bytes, BW 1544 Kbit, DLY 20000 usec, rely 255/255, load 1/255 

S0 Carrier signal?
Keep alive messages?
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11.27 When the physical link and the data link are checked, these questions are asked: 

11.27.1 Is there a carrier detect signal? 

11.27.2 Is the physical link between devices operational? 

11.27.3 Are the activity (KA) messages being received? 

11.27.4 Can data packets be sent through the physical link? 

Show interface serial command 

11.28 One of the most important elements of the result of the show interfaces serial command 
is the display of the line and data-link protocol status.  The Table indicates the key summary line to be 
checked and the meaning of the status.    

IN TE R PRE TATIO N  O F TH E  IN FO R M ATIO N : show  inte rface  serial 

PHYSICAL LO G ICAL  STATU S 

U P U P O perational 

U P  D O W N  C onnection  prob lem  

D O W N  D O W N  In te rface  prob lem  

Adm in istrative  DO W N   D O W N  D isab led  

 
 

11.29 The line status in this example depends upon the carrier detect signal and refers to the 
status of the physical layer. 

11.30 The line protocol, however, depends upon the activity fames--in other words, the data 
link frames.  

Real-time traffic  

11.31 The router includes hardware and software that make it possible to trace problems with 
the router itself or with other network hosts.  The EXEC debug command at the privileged level starts up 
the console display of the events that have happened in the network as indicated in the debug command 
parameter.   
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AAppppeennddiixx  33  ––  RRoouuttiinngg  PPrroottooccoollss  

 

ROUTING FUNCTIONS 

 

CLASSES OF ROUTING PROTOCOLS 
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11..  RROOUUTTIINNGG  FFUUNNCCTTIIOONNSS  

1.1 Routers can be configured to use one or more IP routing protocols (or other network 
protocol).  There is no single routing algorithm that meets the requirements of any network. Network 
administrators must analyse different (technical and political) aspects in order to select the best algorithm. 

ROUTING CONSIDERATIONS 

Initial IP Routing Table 

10 . 8. 3. 0

10 . 1. 3. 0

10 .1 . 1. 0

S010 .8.3.0

T o010 .1.1.0

E 010 .1.2.0

INT E R FA C ENE T W OR K

R OUT IN G T AB L E

T o 0

S0
E 0 1 0. 1. 2 .0

 

1.2 Initially, a router must refer to the inputs of the networks and subnetworks that are 
connected directly.  Each interface must be configured with a mask and an IP address.  The Cisco IOS 
software must receive the IP address and the mask as configuration input from a source.  The initial 
routing source is the person who does the first configuration. 

1.3 Routers, by default, know the route to destination in three different ways:  

1.3.1 Static routes – Manually defined by the system administrator as the only route to 
destination.  They are useful for controlling security and reducing traffic.  

1.3.2 Default routes – Manually defined by the system administrator as the route to take when 
there is no known route to destination.  

1.3.3 Dynamic routing – The router learns about routes to destinations from periodic updates 
from other routers. 
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Static Route Configuration 

1.4 The following command stablishes a static route: 

IP route command Description 

network Destination network or subnetwork 

mask Subnetwork mask 

address IP address of the router at the next hop  

interface Name of the interface to be used in the network of destination 

distance Administrative distance 

 

1.5 The administrative distance is a reliability rating of a routing information source, 
expressed as a numerical value from 0 to 255.  The higher the value, the lower the reliability rating. 

1.6 A static route allows for manual configuration of the routing table.  No dynamic changes 
will occur in a given table input as long as the route is active.  

1.7 A static route may reflect a special knowledge of the networking status by the network 
administrator.  Manually-entered administrative distance values are normally low figures. 

1.8 Routing updates are not sent through a link if defined only by a static route, thus 
preserving bandwidth. 

Example: 

Command:  ip route  172.16.1.0 255.255.255.0  172.16.2.1 

Command Description 

ip route 172.16.1.0 Specifies a static route to the subnetwork of destination.  

255.255.255.0 A subnetwork mask indicates that an 8-bit subnetwork connection is in effect. 

172.16.2.1 IP address of the router of the next hop in the route to destination.  

Default Route Configuration 

IP default network command Description 

network-number IP network number or subnetwork number defined as default.  

 

1.9 In the absence of an entry for the route of destination in the routing table, the packet is 
sent to the default network.  The default network must exist in the routing table.  Default routes keep 
routing table length as short as possible.  
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1.10 A default network must be used when only partial information is available on the network 
of destination.  Since the router lacks full knowledge of all the networks of destination, a default network 
number can be used to indicate the direction to be taken for unknown network numbers. 

1.11 The global ip default-network 192.168.17.0 command, for instance, defines the C 
192.168.17.0 class network as the destination route for packets lacking an entry in a routing table.  

Static versus Dynamic Routes 

1.12 Static knowledge is managed manually:  a network administrator enters it in the router 
configuration.  The administrator must manually update this static route1 entry whenever a change in 
internetwork topology requires updating.  

1.13 The dynamic knowledge works differently.  After the network administrator has entered 
the configuration commands to start the dynamic routing2, route knowledge is automatically updated 
through a routing process whenever new information is received from the internetwork.  Changes in the 
dynamic knowledge are exchanged among routers as part of the updating process. 

Adjustment to Changes in Topology 

N e t w o r k
2

A

E

C
1

33

D

B
1

1

N e t w o r k
1

3

2

F

 

1.14 The network shown in the graphic adjusts in different ways to changes in topology, 
depending on whether it uses statically- or dynamically-configured knowledge.  Static routing enables 
routers to properly route a packet from one network to another.  The router consults its routing table and 
follows the static knowledge to send the packet to router F, C, B, A, and E, until the packet is delivered to 
the destination host.  

1.15 But, what happens if the route between router B and router A fails?  Obviously, router B 
will not be able to send the packet to router A through a static route.  Until router C has been manually 
reconfigured to send the packets through router D, communications with the destination network will be 
impossible. 

                                                            
1 Static route – Route explicitly configured and entered in the routing table.  Static routes have priority over routes chosen through dynamic 
routing protocols. 

 
2 Dynamic routing – Routing automatically adjusted to network topology and traffic changes.  Also called adjustable routing. 
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1.16 Dynamic routing offers flexibility.  According to the routing table generated by router C, 
a packet can reach its dstination following the preferred route through router B.  However, there is an 
alternate route available through router D.  When router B recognizes that the link to router A is down, it 
adjusts its routing table and sends the information to router C, which selects the route through router D as 
the preferred route to its destination.  Routers continue to send packets through this link. 

1.17 When the service in the route between routers B and A is restored, router C can again 
change its routing table and indicate its preference for the route clockwise, through routers B and A to the 
destination network.  The dynamic routing protocols can also redirect traffic between the different routes 
of a network. 

A pp li ca ti on

Pre sent at i on

Ses s i on

T ransp ort

N et wo rk

D at a l i nk

P hys i cal

Ro u t in g
p ro to co l

R o ut ing
p ro to co l

R o ut ing ta b le Ro u t in g tab le

•• T h e r ou tin g p ro t o co l k e e p s a n d d is tri b u t e s
r o u ti n g i n fo rm a ti on .

The r o ut er  
t r an s m it s r out i ng
i nf or m at i on t o i ts
ne ig hbo ur s

 

DYNAMIC ROUTING 

1.18 The success of dynamic routing depends on two basic router functions:  

1.18.1 Maintenance of a routing table 

1.18.2 Timely distribution of knowledge--in the form of routing updates--to other routers. 

1.19 Dynamic routing relies on a routing protocol for sharing knowledge.  A routing protocol 
defines the set of rules used by the router to communicate with its neighbors.  

•• Ho w  i s th e “b e s t” ro u te d e fin e d ?
• W h a t i s t h e “ b e st ” f o r e a c h ?

N e tw o rk
2

A
E

C
E 1

D

B
6 4 6 4

N et w or k
1

E 1

F

12 8

6 4

•• H OP S

• T I CK S ( of c l oc k)

• C OS T

•• B AN D W I DT H

• D EL AY

• L OA D

• R EL I AB I LI TY ( B ER)

 

1.20 For example, a routing protocol describes: 
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1.20.1 How updates are sent  

1.20.2 What information is contained in said updates  

1.20.3 When to send this information  

1.20.4 How to locate update receivers  

Distance representation using metrics  

1.21 When a routing algorithm updates a routing table, its main objective is to identify the best 
information to be included in the table.  Each routing algorithm interprets the term “best” in its own way.  
The algorithm generates a number--the so-called metrics value--for each route through the network. The 
lower the metrics number, the better the route. 

1.22 Metrics can be estimated based on a single feature of the route.  More complex metrics 
can be estimated by combining several features.  Several route features are used to estimate the metrics.  
The most frequently used router metrics are the following: 

1.22.1 Bandwidth – Data capacity of a link.  For example, a 10 Mbps Ethernet link is normally 
preferrred over a 64 kbps leased line.  

1.22.2 Delay – Time necessary to move a packet from its point of origin to its point of 
destination.  

1.22.3 Load – Amount of activity in a network resource, like a router or a link.  

1.22.4 Reliability – Generally refers to the error rate of each network link.  

1.22.5 Number of hops – Number of routers that a packet must cross.  

1.22.6 Ticks – Delay in a data link using the ticks of an IBM PC clock (approximately 55 
milliseconds).  

1.22.7 Cost – Arbitrary value assigned by the network administrator, generally based on 
bandwidth, expenditure in pesos, dollars, or other measure. 

Autonomous system 

1.23 An autonomous system consists of routers, administered by one or more operators, that 
present a consistent routing scheme to the outside world.  

 

1.24 The Network Information Center (NIC) assigns a dedicated autonomous system to 
enterprises.  This autonomous system is a 16-bit number.  A routing protocol like the Cisco Interior 
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Gateway Routing Protocol (IGRP) requires that this assigned dedicated autonomous system number be 
specified in its configuration. 

INTERNAL AND EXTERNAL PROTOCOLS  

1.25 External routing protocols are used for communications between autonomous systems.  
Internal routing protocols are used within the same autonomous system. 

Autonomous system
100 Autonomous system

200

Internal routing
protocols (RIP, IGRP, etc)

External routing
protocol

 
Internal IP Routing Protocols  

1.26 In the Internet layer of the TCP/IP protocol set, a router may use routing protocols 
through specific algorithms.  Some examples of IP routing protocols follow:  

1.26.1 RIP— A distance vector routing protocol.  

1.26.2 IGRP— A Cisco distance vector routing protocol. 

1.26.3 OSPF—A link state routing protocol. 

1.26.4 EIGRP (Enhanced IGRP) —A balanced hybrid routing protocol.  

22..  CCLLAASSSSEESS  OOFF  RROOUUTTIINNGG  PPRROOTTOOCCOOLLSS    

2.1 Most routing algorithms can be classified as one of two types of basic algorithms: 
distance vector3 or link state4. 

2.2 The distance vector routing type defines the direction (vector) and distance to any link in 
the internetwork. 

                                                            
3 Distance vector routing algorithm (Bellman-Ford) – Class of routing algorithms that iterate the number of hops in a route to find a shortest-
path spanning-tree.  Distance vector routing algorithms send their entire routing table to their neighbors in each update.  Distance vector routing 
algorithms are prone to routing loops, but are more simple in computer terms than the link state routing algorithms. 

 
4 Link state routing algorithm – Routing algorithm where each router broadcasts or muticasts information to all internetwork nodes indicating 
the communication cost to each of its neighbors.  Link state algorithms create a consistent network view and, therefore, are not prone to routing 
loops, at the cost of having relatively greater computer difficulties and a more disseminated traffic (as compared to distance vector routing 
algorithms). 
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2.3 The link state routing type (also called of the shortest path - SPF) recreates the exact 
topology of the whole internetwork (or at least of the partition where the router is located).  

2.4 The balanced hybrid type combines aspects of the link state and distance vector 
algorithms. 

Convergence 

2.5 The routing algorithm is essential for the dynamic routing.  When the network topology 
changes due to growth, reconfiguration, or failure, the basic knowledge of the network must also change. 

2.6 The knowledge needs to reflect a precise and consistent view of the new topology.  This 
precise and consistent view is called convergence.  

2.7 When all internetwork routers work with the same information, it is said that the 
internetwork has converged. 

2.7.1 Convergence occurs when all of the routers have a consistent perspective of the network 
topology.  

2.7.2 Whenever the topology changes, routers must recalculate the routes, generating a state of 
transition. 

2.7.3 The process and time required for convergence vary according to routing protocols.  

2.8 Quick convergence is a convenient network feature because it reduces the time during 
which routers have outdated information, which helps prevent making decisions that are incorrect, 
uneconomical or both. 

DISTANCE VECTOR 

2.9 Distance vector routing algorithms (also known as Bellman-Ford algorithms) periodically 
transmit copies of a routing table from one router to the other.  Regular updates between routers inform of 
changes in topology.  

2.10 Each router receives a routing table from its direct neighbor. In the following figure, for 
example, router B receives information from router A. 

2.11 Router B adds a distance vector number (such as the number of hops), which increases 
the distance vector, and then transmits the routing table to its neighbor, router C. This same process, step 
by step, occurs in all directions between direct neighbor routers. 

AC

D

B

ABCD

R o ut in g
T a bl e

R o ut in g
T a bl e

R out in g
T a bl e

R out in g
T a bl e  

2.12 Thus, the algorithm accumulates network distances in order to keep a network topology 
data base.  

2.13 Distance vector algorithms do not permit the router to know the exact topology of an 
internetwork. 
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Discovering the distance vector network  

2.14 Every router that uses distance vector routing starts by identifying its own (directly 
connected) networks. In the graph, the distance of the port to each of the networks that are connected 
directly is 0.  

NETWORK
A

NET WORK
B

NETWORK
C

NET WO RK
D

ROUTER
1

ROUTER
2

ROUTER
3

Int0 Int1 Int0 Int1 Int0 Int1

As the distance vector network discovery process proceeds, the routers discover the best route to the 
networks of destination, based on the information from each neighbor.  

ROUTER 1 ROUTER 2 ROUTER 3 

A      Int0      0 

B      Int1      0 

B      Int0      0 

C      Int1      0 

C      Int0      0 

D      Int1      0 

A      Int0      0 

B      Int1      0 

C      Int1      1 

B      Int0      0 

C      Int1      0 

A      Int0      1 

D      Int1      1 

C      Int0      0 

D      Int1      0 

B      Int0      1 

A      Int0      0 

B      Int1      0 

C      Int1      1 

D      Int1      2 

B      Int0      0 

C      Int1      0 

A      Int0      1 

D      Int1      1 

C      Int0      0 

D      Int1      0 

B      Int0      1 

A      Int0      2 

2.15 For instance, router A obtains knowledge about other networks from the information 
received from router B.  Each of these inputs from other networks in the routing table has a cumulative 
distance vector to show the distance at which the network is in the given direction. 

Changes in the Distance Vector Topology 

2.16 When a protocol topology changes by distance vectoring, the routing table must be 
updated.  Like in the network discovery process, topology change updates occur step by step from one 
router to the other.  

BA

Ro ut i ng 
t ab le 

u pda te 
p r ocess

U p d a te d
ta b l e

Ro ut in g 
t abl e 

u pdat e 
p ro cess
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2.17 Distance vector algorithms require that each router send its entire routing table to each of 
its adjacent neighbors.  Distance vector routing tables contain information about the total cost of the route 
(defined by its metrics) and the logical address of the first router in the route towards each network it 
knows. 

LINK STATE 

2.18 Routing algorithms based on the link state--also known as shortest-path-first algorithm 
(SPF) – keep a complex topology information database.  While the distance vector algorithm has non-
specific information about distant networks and has no knowledge about distant routers, a link state 
algorithm keeps complete data on distant routers and how they interconnect. 

 

AC

D

B

Top ol og ic
dat abas e

Shortes t
rou te
tree

SPF
a lg o rith m

LSA

LSALSA

L SA
Routing

table

 
 

2.19 Link state routing uses link-state advertisements (LSAs)5, a topologic database, the SPF6 
algorithm, the resulting SPF tree, and, finally, a routing table of routes and ports to each network. The 
following pages explain these processes and databases in more detail. 

2.20 The engineers have implemented this link-state concept in the shortest free path first 
routing (OSPF).  RFC 1583 contains a description of the OSPF link-state concepts and operations.  

Link-state network discovery 

2.21 Network discovery for link-state routing applies the following processes: 

2.21.1 Routers exchange LSAs with each other. Each router begins with the networks connected 
directly on which it has direct information. Then, each router, in parallel with the others, builds a 
topologic database that includes all of the internetwork LSAs.  

                                                            
5 LSA - (Link-state advertisement) or Link-state packet (LSP). Publication of the state of the link. Broadcast packet used by link-state protocols 
containing information about the neighbors and route costs.  LSAs are used by receiver routers to maintain their routing tables.  

 
6 SPF - (shortest path first algorithm) Routing algorithm that iterates the route length in order to determine the shortest route spanning tree. 
Dijkstra algorithm. 
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2.21.2 The SPF algorithm determines the way to get to the network, identifying the shortest 
route to each of the other networks of the link-state protocol internetwork.  The router builds this shortest 
route logical topology as an SPF tree.  With itself as the root, this tree expresses routes from the router to 
all the destinations.  The router makes a list with its best routes and with the ports to said networks of 
destination in the routing table.  It also keeps other databases on topologic elements and state details. 

Changes in link-state topology  

2.22 Link-state algorithms are based on the use of the same link-state updates.  Whenever a 
link-state topology is modified, the routers that are first aware of said modifications send information to 
the other routers or to a designated router that all the others can use for their updates.  This includes the 
delivery of common routing information to all internetwork routers.  To achieve convergence, each router 
does the following: 

Routing
table upd ate

p roces s

Routing
table upd ate

p roces s

Routing
table u pdate

process

Top olo gy
changes in
link -state
updating

 

2.22.1 It keeps a record of its neighbors:  name of the neighbor, whether it is active or down, and 
cost of the link to the neighbor.  It builds an LSA packet containing a list of names and costs of links to its 
neighboring routers.  This includes new neighbors, modifications of link costs, and links to out-of-service 
neighbors.  

2.22.2 It sends this LSA packet so that it is received by all the other routers.  When it receives an 
LSA packet, it registers the LSA packet in its database so that it can store the last packet generated by all 
the other routers.  

2.22.3 Using the accumulated LSA packet data to build a complete internetwork topology map, 
it re-runs the SPF algorithm from that common starting point and estimates the routes to each network 
destination.  

2.22.4 Whenever an LSA packet gives rise to a modification in the link-state database, the link-
state algorithm re-calculates the best routes and updates the routing table.   Then, all the other routers take 
this topology modification into account to determine the shortest route to be used for packet switching. 
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DISTANCE VECTOR - LINK STATE COMPARISON  

2.23 Distance-vector routing may be compared to link-state routing in several key areas:  

2.23.1 Distance-vector routing obtains all topology data from the information contained in the 
routing table of its neighbors.  Link-state routing gets a broad view of the whole network topology by 
accumulating all the necessary LSAs.  

2.23.2 Distance-vector routing determines the best route by increasing the value of the metrics it 
receives as tables move from one router to the other.  For link-state routing, each router works separately 
to estimate its own shortest route to destinations.  

2.23.3 In most distance-vector routing protocols, topology change updates are done in the form 
of periodic table updates.  These tables are transmited from one router to the other, which generally 
results in a slower convergence.  

2.23.4 In link-state routing protocols, updates are generally caused by changes in topology.  The 
relatively small LSAs that are transmitted to all the other routers generally result in a faster convergence 
following any change in network topology.  

DISTANCE VECTOR  LINK STATE   

Sees the network topology from the perspective of the neighbors. 

Adds distance vectors from router to router. 

Frequent periodic updates:  Slow convergence. 

Sends copies of the routing table to neighbors. 

Gets a common view of the entire network topology. 
Calculates the shortest route to the other routers. 
Event-triggered updates:  faster convergence. 
Passes on link-state routing updates to other routers. 

33..  DDYYNNAAMMIICC  RROOUUTTIINNGG  CCOONNFFIIGGUURRAATTIIOONN    

3.1 The selection of IP as routing protocol involves the definition of both global and interface 
parameters.  

3.2 Global tasks: 

3.2.1 Select a routing protocol, RIP or IGRP.  

3.2.2 Assign IP network numbers, without specifying subnetwork values.  

3.3 The interface task is to assign network/subnetwork addresses, as well as the correct 
network mask.  A dynamic routing uses broadcasts and multicassts to communicate with other routers.  
The routing metrics helps routers find the best route to each network or subnetwork. 

44..  RRIIPP  

4.1 The RIP protocol was originally specified in RFC 1058.  RIP key features include the 
following:  

4.1.1 It is a distance-vector routing protocol. 

4.1.2 It uses hop calculation as metrics for route selection.  

4.1.3 Maximum allowable hop calculation is 15 (16 is inaccessible).  
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4.1.4 Routing updates are issued every 30 seconds by default.  

global configuración
• Select routing

protocol(s)
• Specify network(s)

Interface configuration
• Verify subnetwork

address/mask

172.30.0.0

172.16.0.0

160.89.0.0

RIP

RIP

IGRPIGRP
RIP

 
Example of RIP configuration 

4.2 In the following example:  

4.2.1 router rip—selects RIP as routing protocol 

4.2.2 network 1.0.0.0—specifies a network connected directly.  

4.2.3 network 2.0.0.0—specifies a network connected directly.  

4.3 Cisco router A interfaces that are connected to networks 1.0.0.0 and 2.0.0.0 will send and 
receive RIP updates.  These routing updates allow the router to be aware of the network topology. 

A (config)#  Router ripA (config)#  Router rip
A (configA (config --router)#  netw ork 1 .0.0 .0router)# network 1 .0.0 .0
A (configA (config --router)#  netw ork 2 .0.0 .0router)# network 2 .0.0 .0

C

B

A

FD

E

3.3.0.03.3.0.0

1.4.0.01.4.0.0

2.6.0.02.6.0.0

2.4.0.02.4.0.0

2.3.0.02.3.0.0

2.2.0.02.2.0.0

2.7.0.02.7.0.0

1.1.0.01.1.0.0

1.2.0.01.2.0.0

2.5.0.02.5.0.0

2.1.0.02.1.0.0

4.1.0.04.1.0.0

 
RIP MONITORING 

4.4 The show ip protocol command displays routing timer values and network information 
associated to the entire router.  This information can be used to verify routing information.  This router 
sends information about the updated routing table every 30 seconds (this interval is configurable).  The 
next update will be sent after 9 seconds. The router injects routes for the networks mentioned following 
the router "network routing" line. 
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IP Routing Table 

4.5 The show ip route command displays the content of the IP routing table.  The routing 
table contains entries for all known networks and subnetworks, as well as a code showing how this 
information was obtained. 

4.6 All routes to the networks that the router becomes aware of receive the mask that 
corresponds to the interface for which they were updated (RIP version 1). 

DEBUG RIP  

4.7 The command debug ip rip shows RIP routing updates while they are being sent and 
received.  In this example, the update is sent and relayed by serial interfaces 0 and 2.  

55..  IIGGRRPP  

5.1 IGRP is a distance-vector routing protocol developed by Cisco.  Every 90 seconds, IGRP 
sends routing updates (which do not include subnetwork information) published by networks for a 
particular autonomous system.  It runs directly over IP (protocol 88). 
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5.2 Some key IGRP features are shown below: 

5.2.1 Versatility to automatically handle indefinite and complex topologies. 
 
5.2.2 Flexibility for segments having different bandwidth and delay characteristics.  
 
5.2.3 Scalability to operate in very large networks.  

5.3 The IGRP routing protocol uses a combination of variables to determine a compound 
metric.  Variables used by IGRP include:  

5.3.1 Bandwidth (B) 

5.3.2 Fixed delay between nodes (D) 

5.3.3 Traffic load (L) 

5.3.4 Reliability or error rate along the path (R) 
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5.3.5 Maximum transmission unit (MTU) 7 

5.3.6 Count of hops to destination (H) 

IGRP METRIC 

5.4 IGRP uses the indicated set of values to calculate routes.  An algorithm is applied to these 
values, weighing them with coefficients K1, K2, K3, K4 and K5.8 

Métrica = (K1∗B) + K2∗B
256 − L

+ (K3∗D)∗ K5
R + K4

 

5.5 B is obtained by dividing 10 million by the least of all output interface bandwidths [in 
Kbps] (if Bw=1,544 Mbps  10000000/1544= 6476). 

5.6 D is the sum of all output interface delays, divided by 10 [tenths of microseconds] (if 
delays are (20000 useg + 1000 useg)/10 = 2100) 

5.7 The metric would then be 6476+2100= 8576. The path with the smaller metric is the best 
path.  

Example of IGRP configuration 

5.8 In the following example:  IGRP is selected as the routing protocol for autonomous 
system 109.  All interfaces connected to networks 1.0.0.0 and 2.0.0.0 will use IGRP to gather and 
distribute routing information. 

A  ( c o n f ig ) #  R o u t e r  ig r p  1 0 9A  ( c o n f ig ) #  R o u te r  ig r p  1 0 9
A  ( c o n f igA  ( c o n f ig -- r o u te r ) #  n e tw o r k  1 .0 .0 .0r o u te r ) #  n e tw o r k  1 .0 .0 .0
A  ( c o n f igA  ( c o n f ig -- r o u te r ) #  n e tw o r k  2 .0 .0 .0r o u te r ) #  n e tw o r k  2 .0 .0 .0

C

B

A

FD

E

3 .3 .0 .03 .3 .0 .0

1 .4 .0 .01 .4 .0 .0

2 .6 .0 .02 .6 .0 .0

2 .4 .0 .02 .4 .0 .0

2 .3 .0 .02 .3 .0 .0

2 .2 .0 .02 .2 .0 .0

2 .7 .0 .02 .7 .0 .0

1 .1 .0 .01 .1 .0 .0

1 .2 .0 .01 .2 .0 .0

2 .5 .0 .02 .5 .0 .0

2 .1 .0 .02 .1 .0 .0

4 .1 .0 .04 .1 .0 .0

 
5.8.1 router igrp 109—selects IGRP as the routing protocol for autonomous system 109.  

5.8.2 network 1.0.0.0—specifies a network connected directly. 

5.8.3 network 2.0.0.0—specifies a network connected directly.  

                                                            
7 MTU - Maximum transmission unit.  Maximum packet size, in bytes, that a given inerface can handle. 

 
8 Defaults are K1 = K3 = 1,  K2 = K3 = K5 = 0. 
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IGRP MONITORING 

5.9 The show ip protocol command displays the IP routing protocol, the routing timers, and 
the network information associated to the entire router.  

5.10 The algorithm used to estimate the IGRP routing metric is also shown in this display.  It 
also includes information on the routing metrics and the routing filters.  

IP routing table 

5.11 The show ip route command shows the contents of an IP routing table.  The table 
contains a list of all known networks and subnetworks and the metrics associated to each entry.  

DEBUG IGRP 

5.12 The debug ip igrp transactions command displays RIP routing updates while they are 
being sent and received.  

RouterA#debug ip igrp transactions
IGRP protocol debugging is on
RouterA#
00:21:06: IGRP: sending update to 255.255.255.255 via Ethernet0 (172.16.1.1)
00:21:06:       network 10.0.0.0, metric=88956
00:21:06:       network 192.168.1.0, metric=91056
00:21:07: IGRP: sending update to 255.255.255.255 via Serial2 (10.1.1.1)
00:21:07:       network 172.16.0.0, metric=1100
00:21:16: IGRP: received update from 10.1.1.2 on Serial2
00:21:16:       subnet 10.2.2.0, metric 90956 (neighbor 88956)
00:21:16:       network 192.168.1.0, metric 91056 (neighbor 89056)
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11..  IINNTTRROODDUUCCTTIIOONN  

1.1 CiscoWorks Small Network Management Solution (CWSNMS) is an integrated network 
management solution for small to medium-sized networks with up to 40 Cisco devices.  CWSNMS 
provides a powerful set of configuration and monitoring tools for managing Cisco devices. 

Applications 

1.2 CWSNMS includes the following applications: 

1.2.1 CiscoWorks Server (In Common Services) 

1.2.2 Resource Manager Essentials 

1.2.3 CiscoView 

1.2.4 WhatsUp Gold 

CiscoWorks Server 

1.3 CiscoWork Server is part of CiscoWorks Common Services.  This server permits the 
execution of common network management tasks, such as managing user accounts, databases, starting 
and stopping CiscoWorks server processes, etc. 

1.4 The connectivity and accessibility of devices can also be verified and faulty devices 
diagnosed. 

Resource Manager Essentials 

1.5 RME is a set of web-based applications that offers management solutions for Cisco 
switches, access servers, and routers.  The RME browser interface provides easy access to critical 
information to maintain network operativeness, and simplifies the completion of tasks that are too time-
consuming in manual mode. 

1.6 RME is based on a client/server architecture that connects multiple web-based clients to a 
network server. 

Cisco View 

1.7 Basically, CV provides graphical views of front and back equipment panels.  Dynamic 
displays and color graphs simplify the monitoring of devices, device-specific diagnostic components, and 
their configuration. 

1.8 CV may be launched from both the CWSMNS desk Device Center or from Whats Up 
Gold. 

Whats Up Gold 

1.9 Whats Up Gold (WUG) is a network management software from another vendor 
(Ipswitch Inc). WUG allows for concurrent monitoring of multiple devices on a topologic map (while CV 
is only capable of monitoring one device at a time). 

1.10 Consequently, WUG permits the discovery, mapping, monitoring, and tracking of alarms. 
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Desktop 

1.11 The CW desktop is the interface to CWSMNS network management applications.  It is a 
graphical user interface (GUI) that runs on a web browser.  The desktop offers the following features: 

1.11.1 Web clients 

1.11.2 Desktop innovation 

1.11.3 Logging In 

1.11.4 Use of the desktop 

1.11.5 On-line help 

1.12 Whenever a network management application is invoked, CW checks that the required 
Plug-in Java is installed in the client system.  If it is not, CW will require such installation. 

Web Clients 

1.13 The server may be accessed from any client that meets the appropriate system 
requirements.  The only client software required is the Microsoft Internet Explorer web browser. 

Use of the Desktop 

1.14 The CW Desktop is the primary user interface and the starting point for all tasks.  After 
doing the login, the desktop shows the following tabs: 

1.14.1 WhatsUpGold 

1.14.2 Essentials 

1.14.3 Device Center 

1.14.4 Admin 

1.15 Each browsing tab contains a series of links that, in turn, contain groups of associated or 
similar tasks, tools, reports, and other options. 

On-Line Help 

1.16 Each CW application includes on-line help with conceptual and procedural information to 
facilitate its use.  It also includes: 

1.16.1 A search engine:  Search of help topics by key word. 

1.16.2 A table of contents:  Presentation of typical network tasks. 

1.16.3 A glossary:  Definition of CW tasks. 

1.17 If an option of the browsing tree is selected, help for that option will be displayed.  
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22..    CCIISSCCOO  WWOORRKKSS  SSEERRVVEERR  

Background 

2.1 CW is a family of products based on Internet standards for managing Cisco networks and 
devices. All CW products use and depend upon the CW server.  The CW server provides a common set of 
management services, which are shared by multiple network management applications. 

2.2 It also provides management with information on user roles and privileges.  With this 
feature, access to applications and specific functions within applications can be controlled. Control of 
roles and privileges is done through the authentication and control services included in CW, but can also 
be done using an external authentication server. 

Server and Applications 

2.3 Although many applications depend upon the CW server, not all of them use the services 
to the same extent. 

2.4 The CW server basically provides two types of services: 

2.4.1 Runtime Services:  Desktop, process management, security and on-line help engine 
(enabled during installation). 

2.4.2 System Services:  Database engine and utilities, event distribution and job management 
services. 

2.5 While Runtime services are always enabled by default, System services are enabled 
whenever an application software requiring these services is installed.  Finally, the Desktop integrates all 
of the applications. 

Completion of Jobs 

2.6 Most jobs directly require administrator-level privileges because they affect the 
performance and behavior of the CW server. Only some jobs are accessible to all users. 

Description 

Server status check 

Configuration of user accounts 

Process status check 

Log file status check  

Connectivity check (Nslookup) 

Connectivity check (Traceroute) 

Connectivity check (Ping) 

Connectivity check (station-device) 
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Server Configuration 

2.7 The CW server includes tools to properly configure the server in order to support other 
Cisco applications. 

2.7.1 Configuration of user accounts 

2.7.2  Installation of Java Plug-in  

2.7.3  Resetting of passwords 

Configuration of user accounts 

2.8 Several network and application management operations are potentially disruptive for the 
network or the applications themselves, and must be protected.  To prevent such operations from being 
used accidentally or maliciously, CW uses a multilevel security system that gives access to certain 
functions only to users that can be authenticated at the appropriate level.  CW provides two predefined 
access IDs (identifications), but the administrator can create additional IDs: 

2.8.1 Guest (the password is specified during installation, user role = Help Desk) 

2.8.2 Admin (the password is specified during installation, user role = combination of system 
administrator, network administrator, network operator, approver, and Help Desk).  Equivalent to 
Windows administrator for CW.  Has access to all CW jobs. 

2.9 System administrators determine user security levels.  When being configured, the user is 
assigned one or more roles. 

2.10 The role, or combination of roles, of the user, determines which CW applications can be 
displayed. 

Level Description 

0 Help desk 

1 Approver 

2 Network Operator 

4 Network Administrator 

8 System Administrator 

6 Export Data 

32 Developer 

2.11 Users can perform other jobs on their own account, but most security jobs require 
privileges that correspond to the system administrator role. 

2.12 When security jobs are performed, the following must be taken into account: 

2.12.1 RME cannot retrieve forgotten/lost passwords.  A system administrator level is required 
to change or delete the password and then add the user role again. 

2.12.2 The user admin is reserved and cannot be erased. 
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2.12.3 If the admin password is forgotten, the utility indicated in “password reset” must be used. 

Job Purpose Level 

Change password Modify the password on his/her own account. All 

Add user  Create new account and assign access level Admin 

Delete user Remove account Admin 

Modify user Update user information  Admin 

See logged users Show information on active users and send 
messages  

Admin 

Password resetting 

2.13 The password resetting utility permits changes in a CW local user password from the line 
of commands.  Administrator or super user privileges are required to execute this utility. 

Server Administration 

2.14 The CW server includes administrative tools to ensure proper operation, inter alia: 

2.14.1 Basic tools 

2.14.2 Maintenance of log files 

2.14.3 Data management jobs 

2.14.4 Back-end process management 

2.14.5 Work and resource management 

2.14.6 Network event management 

Basic tools 

2.15 Basic administrative tools permit the following jobs: 

JOB PURPOSE 

Display installed software packages  List installed applications 

Display log file status   Show logfile size and utilization 

Log file maintenance 

2.16 Log files can grow and use up all the space in the disk.  CW includes a script to control 
this growth. 
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2.17 The script is designed to keep the following files: 

2.17.1 Daemon manager 

2.17.2 JRUN 

2.17.3 Web server log files 

Data management jobs 

2.18 Storage management jobs must be regularly executed to ensure that there are database 
backups in case it becomes useless or corrupted. 

2.19 When configuring the database backup strategy, the following guidelines must be 
considered: 

2.19.1 Data protection and recovery are only supported within a same version (a database 
protected by another version cannot be recovered). 

2.19.2 Check the size of the files stored in the backup directory.  Some of them might require 
more disk space. 

2.19.3 Database files are stored using the following backup directory structure: 

2.20 The suite name used for the database files of the CW server is cmf.  The .cmf database 
includes the data backup of the CW server applications. 

JOB PURPOSE 

Database backup Perform a backup job now. 

Programming of regular backups Perform programmed backup jobs  

Database restoration Replace the existing database with another version  

Change of database password  Change the database password for security reasons 

Data Backup 

2.21 Data backup can be done on demand, instead of waiting for the next programmed backup, 
using the “Back up Data Now” option. 

Back-end Process Management 

2.22 CW applications use back-end processes to manage specific activities or jobs of the 
applications.  Process management tools make it possible to control these processes in order to optimize 
or diagnose the CW server. 

JOB PURPOSE 

Start process Restart specific processes 

Stop process Stop specific processes 

See processes Show information about the processes, including status, ID, and other 
data. 
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JOB PURPOSE 

See process failures Show faulty processes, information on failures, and time of occurrence 
of the failure. 

Job and Resource Management 

2.23 Job Management provides reporting services on jobs, resources, and events to the CW.  
Job Management is used to display jobs, release resources, and stop and/or remove jobs. 

JOB PURPOSE 

Cancel a programmed job Stop the execution of a job, while keeping it in Job Management 

Remove a job Removes a job from Job Management 

Release an orphan resource Releases resources locked due to system failures.  Only to be used if 
no other options are available. 

Network event management 

2.24 There are two CW services for event management.  Applications use one or the other. 

2.24.1  Event Distribution Service (EDS) 

2.24.2  Event Services Software (ESS) 

Event Distribution Service (EDS) 

2.25 With EDS, event sources and addressees can be managed.  Event sources create network 
events, while addressees are the consumers of these events. 

Source = originator = creator 

Destination = consumer 

JOB PURPOSE 

Enable or disable debugging or the generation of 
trace messages  

Diagnose problems 

Configure individual services Enable the setup and configuration of event sources or event 
destination services, such as queueing parameters. 

Associate event filters to a generic consumer. Permit the use of a filter to specify the events that must be sent to 
each generic consumer. 

See performance statistics of all internal data 
queues of event sources and consumers. 

Show the work being carried out by the EDS.  Based on these 
statistics, it can determine whether events are being lost, and the 
maximum value at which to set queue capacity. 

See events received by EDS and the event logger. Network monitoring or diagnosis. 
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Event Services Software (ESS) 

2.26 ESS enables several CW processes to send broadcast messages to other processes in a 
distributed network environment. ESS uses a publication and subscription model where some processes 
broadcast messages while others selectively subscribe to the messages.  In this model, each process 
subscribes to a host of topics, while other processes, when they need a process to receive the message, 
publish their messages to any of these topics.  For example, if process 1 subscribes to topics a, b, and c, 
other processes will publish messages for process 1 on topics a, b, or c. 

33..  WWHHAATTSS  UUPP  GGOOLLDD  

3.1 Whats Up Gold (WUG) is a network management software from another vendor 
(Ipswitch Inc). WUG concurrently monitors multiple devices on a topologic map (while CV can only 
monitor one device at a time). 

3.2 Therefore, alarms can be discovered, mapped, monitored and tracked using WUG. 

User Roles 

3.3 CWSNMS creates two priviledged users in WUG: admin and guest.  These privileges 
permit the use of a single login for both applications. 

3.4 The WUG admin user is mapped with the CW server Network Administrator and System 
Administrator roles. 

3.5 The WUG guest user is mapped with the other CW roles, such as Help Desk, network 
operator, etc. 

Mapping 

3.6 The EssentialsmanagedDevices mapping contains the devices managed by the RME 
database.  This mapping cannot be imported to RME, but is automatically created for the first time, when: 

3.6.1 Devices are added or imported. 

3.6.2 Devices using the WUG console are discovered and the “Export to Essentials” option is 
used. 

3.7 Subsequently, the mapping shall be manually updated each time devices are added to 
RME using the “Recreate Map” option.  The following jobs can be performed with WUG SNMS in the 
CW Desktop: 

3.7.1 Recreate Map 

3.7.2 Export to Essentials 

3.7.3 Launch the Device Center and CiscoView applications 

3.7.4 Change the passwords of admin and guest users. 
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Passwords 

3.8 CW SMNS creates two privileged user accounts in WUG: admin and guest. 

3.8.1 The WUG admin user is mapped with the CW server Network Administrator and System 
Administrator roles. 

3.8.2 The WUG guest user is mapped with the other CW roles, such as Help Desk, network 
operator, etc. 

3.9 These two user IDs can be used to access the web server: 

3.9.1 Admin user ID:  Has full access to all WUG functions and views.  The admin password is 
generated during product installation. 

3.9.2 Guest user ID:  Has access to all WUG views, but cannot change any configuration.  The 
guest password is generated during product installation. 

Map Generation 

3.10 Administration jobs include the discovery of network devices and the creation of the 
EssentialsManagedDevices map, using the WUG application (the WUG console and the WUG link are 
used on the CWSNMS desktop).  

44..  RRMMEE  

Introduction 

4.1 RME is a set of web-based applications that offers solutions for managing Cisco 
switches, access servers, and routers.  The RME browser interface provides easy access to critical 
information for maintaining network operativeness, and simplifies the performance of jobs that are time 
consuming in manual mode. 

4.2 RME is based on a client/server architecture that connects multiple web-based clients to a 
network server.  As the number of devices increases, additional servers or data collection points can be 
added in order to handle network growth with a minimum impact on the browser application of the client. 

4.3 Drawing on the inherent scalability of the intranet architecture, RME supports multiple 
users connected from any part of the network.  The web-based infrastructure permits concurrent access to 
tools for managing networks, applications and services, operators, administrators, technicians, Hel Desk 
personnel, IS administrators, and final users. 

4.4 RME allows network administrators to see and update the status and configuration of all 
Cisco devices from any point of the network, through a standard browser that acts as RME client.  RME 
maintains a database with updated network information.  It can generate a large variety of reports that can 
be used for capacity planning and diagnosis. 

4.5 Although devices are added to the RME inventory at application startup, the 
administrator can program the exploration and periodic update of the information on devices to make sure 
that the information stored is the latest.  Additionally, RME automatically records any changes made to 
network devices, facilitating the task of identifying changes and the person responsible for them. 
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4.6 RME applications provide monitoring and control of network failures, as well as practical 
tools for managing software images and router and switch configurations.  RME applications, together 
with the links to Cisco.com services and support, automate software maintenance to facilitate network 
control and support. 

Characteristics 

4.7 RME works in conjunction with the CW server, which contains a set of administration 
services shared by multiple management applications.  These management services are enabled when a 
suite is installed and an application that depends on any of these services is opened. 

4.8 If a particular suite of applications does not use a service or does not use it to its fullest, 
this service might not appear on the CW Desktop. 

4.9 RME uses the following CW services: 

4.9.1 Database engine and utilities  

4.9.2 Desktop for login and launching of applications  

4.9.3 Event management  

4.9.4 On-line help system 

4.9.5 Job management 

4.9.6 Process management 

4.9.7 Security 

4.9.8 Web server 

RME components 

4.10 The RME web-based infrastructure is made up by the following components: 

4.10.1 CiscoWorks Server: RME depends on CW for common functions, such as the database 
engine, on-line help, security, login, launching of applications, job and process management, and the web 
server.  It provides a common framework and interface for all CiscoWorks products.  The CW server 
must remain constantly on line to probe devices, monitor events, and carry out the programmed data 
collection.  If the server fails, the flow of information received and stored by RME will be interrupted. 

4.10.2 RME Database and Functions:  RME stores all critical network management information 
on a central database, including the inventory of devices, software images, configuration files, syslog 
messages, and a record of changes.  RME functions interact with the database and with the network 
devices to collect information, display reports, and automate many repetitive jobs.  Many RME functions 
can be configured so as to periodically probe devices and automatically update the database.  RME uses 
common protocols such as SNMP, Telnet, TFTP, and RCP to access devices and retrieve configuration 
files and images. 

4.10.3 Cisco.com:  RME also connects to the Cisco.com system to obtain product updates and 
technical assistance information.  Access to Cisco.com is not mandatory for RME, but it increases its 
capabilities.  Software Management functions require access to Cisco.com. 
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Applications and Jobs 

4.11 A large variety of jobs can be executed with the following applications supplied by RME: 

4.11.1 Device Views 

4.11.2 Change Audit 

4.11.3 Configuration Management 

4.11.4 Inventory 

4.11.4 Job Approval 

4.11.5 Software Management 

4.11.6 AnálisSyslog Analysis 

Views 

4.12 RME provides device views—logical groupings used for specifying a device or group of 
devices.  Views can be defined in order to group selected devices in a logical group. 

4.13 For example, a device view quickly displays reports concerning devices of a certain type, 
or with specific characteristics, such as Catalyst switches, or devices under the responsibility of an 
operator. 

4.14 Since almost all RME jobs require a definition of the set of devices on which they must 
be executed, views provide a convenient way of creating groups of devices.  For example, before 
displaying an inventory report, the devices to be included in the report must be selected, and views can 
expedite this selection (instead of executing the report for each device).  The performance of the RME 
graphic user interface (GUI) may be affected if the number of selected devices in the view is too large.  
The inclusion of “all devices” in the view must be avoided when the number of inventory devices is too 
large.  It is better to use system views, or to create custom views to keep the number of devices in the 
views at a manageable level. 

Types of Views 

4.15 There are three categories of device views: 

4.15.1 System Views:  They are predefined and are immediately available after RME installation.  
They include most of the families of Cisco devices. 

4.15.2 Custom Views:  They are defined by users, and can be used by all the other users with 
access to the server. 

4.15.3 PrivateViews:  They are defined by users, but can only be used by the user that created 
them. 

4.16 Furthermore, two different types of views can be created within the category of custom or 
private views: 
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4.16.1 Dynamic Views:  These are logical groupings based on device attributes, such as class of 
device or software version.  Devices in a dynamic view can change based on the value of the attributes in 
the inventory.  For example, a dynamic view can include all devices with IOS version 12.0.  All system 
views are dynamic. 

4.16.2 Static Views:  These are logical groupings based on user-defined characteristics.  They 
include any device that is desired in the view.  Group members do not change, unless devices are added or 
removed.  Static views must be used when automatic changes in membership are not desired. 

Change Audits 

4.17 Change audit applications track and report changes in the network.  They enable other 
applications to log information about changes in a central repository. 

4.18 Inventory changes include any modification made to information on devices, such as 
chassis, interfaces, and system information, stored in the inventory database. 

4.19 Software changes include updates to new software images. 

4.20 Configuration changes include all modifications made to device configuration files, 
whether made using RME functionality or not. 

4.21 Changes sent by configuration and software administrators cannot be filtered.  Change 
logs can be displayed, and specific searches made by type, characteristic or time.  The deletion of old 
change logs can be programmed. 

4.22 It can also be configured to send change logs in the form of SNMP traps to remote 
servers in order to monitor and display changes from remote network management stations with event 
collection capabilities. 

4.23 Logs are stored in the RME database until deleted, and continuous maintenance is 
required in order to delete old records from the database.   

Configuration Management 

4.24 The Configuration Management application stores the configuration files (the current one 
and a specified number of previous versions) of all Cisco devices contained in the inventory. 

4.25 It also tracks changes and automatically updates the database.  Sometimes, changes in the 
configuration of a device may lead to network performance failures or problems. Configuration 
Management helps to simplify and automate repetitive time-consuming jobs. 

4.26 When a change is made to the configuration of a device, an automatic event is generated 
in the archive that keeps the latest configuration file. 

4.27 For example, to improve NetConfig performance, Telnet could be used to download the 
configurations to the device and TFTP to explore the configurations. 

4.28 The protocols used to download configurations are Telnet and SSH (in that order, 
although it can be changed). 

4.29 The protocols used to browse configurations are: TFTP, Telnet, RCP, and SSH (in that 
order, although it can be changed). 

4.29.1 Check device requirements to make sure RME can communicate with the devices. 

4.29.2 Create approver lists (if prior approval of configuration changes is required) and define 
Configuration Archive preferences (update programming, number of copies kept, etc.). 
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4.29.3 Use the Configuration Archive to display device configurations and to identify/plan the 
necessary changes.  Then, NetConfig and Config Editor applications can be used to implement and 
confirm the changes.   

4.29.4 As a matter of continuous maintenance, check the Configuration Sync report to make sure 
that all running and startup configurations are the same for all devices. 

4.30 The network administrator can use the Network Show commands and custom reports for 
diagnosing problems and collecting information. 

Inventory 

4.31 Networks are a combination of heterogeneous, geographically-scattered systems.  
Keeping inventory control of hardware and software assets is a critical task.  Furthermore, most RME 
jobs are executed on device sets; consequently, the RME database must contain precise information on 
the devices.  

4.32 The Inventory Manager is responsible for keeping the inventory.  Since RME uses 
different management services to collect information on the devices (SNMP, TFTP, Telnet, RCP), each 
device contained in the database (inventory) must include management service (community chain, 
passwords) parameters (attributes).  When this information exists in the inventory, it is considered that the 
device is an RME-managed object. 

4.33 In other words, if the RME does not have information on the attributes, this device will 
not be under RME control.  RME does not discover network devices on its own; they must be added 
manually or imported into the inventory database. 

4.34 In order to simplify the process of populating the inventory database, information on the 
devices must be imported from a text-formatted file. 

Software Management 

4.35 The Software Management application automates the steps associated to the planning, 
programming, and downloading of software images, and the monitoring of the network. 

4.36 It provides tools for storing backup copies of all images that run on network devices.  It 
can also store additional copies if so desired, and plan and perform upgrades on several devices 
concurrently. 

4.37 The application can check devices and software images for compatibility, and make 
recommendations prior to an upgrade.  Software Management reports permit control over all network 
version upgrades. 

4.38 Images must be imported to RME in order to be kept in the Software Image Library. 
Initially, images can be imported from the network devices themselves (or from another source) in order 
to create a base backup copy of all devices. 

4.39 Furthermore, after import, Software Management can be configured to probe network 
devices in order to generate reports on the images running on the network that are not stored in the RME 
database. 



Appendix 4 – Device Management  

Syslog Analysis 

4.40 With the Syslog Analysis application, events can be recorded centrally and system error 
messages from Cisco devices can be controlled.  Error messages are used to check device and network 
performance. 

4.41 A maximum of 1 million messages can be stored for up to 14 days. 

4.42 Purged messages can be backed up in a specified location (CSV format).  The size of the 
backup file can be specified, as well as an e-mail address for receiving a warning if the backup exceeds 
the selected size. 

4.43 Messages received by the RME server are periodically read (every 30 seconds) by the 
analysis process [Syslog Analyzer], where user-defined filters are applied and results are stored in the 
RME Syslog message database, and they remain available for reporting and initiating user-defined scripts. 




